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Abstract

We give an explicit formula for the Petersson norms of theta lifts from Maass cusp forms of level
one to cusp forms on orthogonal groups O(1,8n+1). Our formula explicitly determines archimedean
local factors of the norms. As an application, we obtain bounds on the sup-norm of the lifted cusp
forms on these orthogonal groups in terms of their Laplace eigenvalues.
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1 Introduction

In this paper, we consider several questions regarding lifts from Maass cusp forms f of level 1 to cusp
forms Fy on the orthogonal group O(1,8n + 1) with respect to the arithmetic subgroup I' attached to
even unimodular lattices L of rank N = 8n. The group I, denoted by I's in (7), is the subgroup of
O(1,8n + 1) stabilizing L @ Z? with Z? viewed as a lattice of the hyperbolic plane. These lifts were
constructed in [37] by giving an explicit formula for the Fourier coefficients of Fy and using the explicit
theta lift construction due to Borcherds [4] to prove the automorphy (see Section 2.2). In [37], it was
shown that the map f — F preserves cuspidality and is Hecke equivariant. When restricted to Hecke
eigenforms, it was shown that the lifts provide counterexamples to the generalized Ramanujan conjecture
(see Theorem 2.2 below for details).
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Petersson norm of the lift

One of the main results of this paper is to obtain an explicit formula for the Petersson norm of the lift F'y.
For this we use the well-known methods of Rallis [45] of doubling integrals and the Siegel Weil formula.
It should be remarked that Kudla-Rallis [34] suggested the regularized Siegel Weil formula, which enables
us to calculate the Petersson norm without the limitation of the original Siegel-Weil formula (cf. [57]),
and Gan-Qiu-Takeda [20] established the formula in full generality for dual pairs of unitary groups or
symplectic-orthogonal groups. We consider Borcherds’theta lift construction instead of a general theta lift
since we are interested in explicit formulas for the Fourier coefficients of the lifts, an important ingredient
in the sup norm application. Hence the theta lifts considered here are only from the group SL(2) to
O(1,N +1). We assume that f is a Hecke eigenform. To use the method of [45], we first obtain an
adelization of the theta lift construction of Borcherds for our case. For this, we follow the work of Kudla
[33] where the adelization of the Borcherds construction is obtained for orthogonal groups of signature
(p,2). The L?norm of the adelization ® of F; can then be rewritten as

lolt= [ ([ le)E(sh )50 Zodon ) alaadae
SL2(Q)\SL2(A) SL2(Q)\SL2(A)

Here, fy is the adelization of f, Zj is a section in an induced representation of Sp,(A) obtained from
the Weil representation corresponding to the theta lifting, and E is an Eisenstein series on Sp, obtained
from the Siegel Weil formula. As in [44], the inner integral is Eulerian and can be written as a product of
local integrals (see also [20, Section 11]). Since we are restricted to Maass forms f of level 1, in the non-
archimedean case, all the data is unramified and the integral is obtained in [44]. The main contribution
here is the archimedean integral computation, which is never an immediate consequence from general
formulas cited above. The key ingredient of the archimedean computation is to realize (see Proposition
4.2) that the archimedean section Z., is in the trivial K-type of the Sp,(R) representation, i.e. it is
invariant under the maximal compact subgroup of Sp,(R).

In Section 4.1, we compute the local archimedean integral to obtain the following result (see Theorem
4.4).

Theorem. 1.1. Let L be an even unimodular lattice of dimension N. Let f € S(SLQ(Z);fTQIl)
be a Hecke Maass eigenform with respect to SLo(Z) and let w be the irreducible cuspidal automorphic
representation of GLa(A) corresponding to f. Let Fy be the lift of f to a cusp form on O(1,N + 1)
with respect to the arithmetic subgroup I' attached to L. Then the Petersson norm of Fy is given by the
formula

1E|I* =

N N V-=1r N v-=1r
L]E/?’W7Ad) (21—% ZF(Z—’_ 2N)F(1Z_ 2 ))||f‘|2

(5 + 1)) DT +3)?

Here, L(s,m, Ad) is the finite part of the degree 3 adjoint L-function of .

Let us remark here that, in the case of signature (p,2), the Petersson inner product of the Borcherds
lift (or the Kudla-Millson lift) has been computed in Theorem 4.9 of [12]. In that case, the authors
start with a holomorphic modular form of full level and the archimedean integral then corresponds to a
computation involving the holomorphic discrete series of GLy. On the other hand, Theorem 1.1 is the
first result we are aware of in the literature which gives an explicit formula for the Petersson norm in the
non-holomorphic case.

In [42] and [43], we constructed the Borcherds lifting from Maass forms with square free level m to
cusp forms on O(1,5) with respect to arithmetic subgroups corresponding to maximal orders in definite
quaternion algebras of discriminant m. The adelization of the lift and the Rallis inner product method
can be applied to this case as well. The local archimedean integral can be computed similar to the
computation in this paper. The main difference is the computation of the local ramified integral in the
case p|m which involves vector valued modular forms. We will be working on this case in the future.
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Injectivity of the lifting map

As is the case with most theta lift constructions, proving the automorphy of the lift is straightforward,
whereas showing non-vanishing is often highly non-trivial.

For general even unimodular lattices, an immediate corollary to Theorem 1.1 is the injectivity of
the map f — Fy, when restricted to Hecke eigenforms. We can extend this injectivity to non-Hecke
eigenforms by using the Linear Algebra trick used in [43] (see Theorem 7.1 of [43]). Note that the latter
requires information on Hecke eigenvalues of F'y when f is a Hecke eigenform, and these were computed
in [37]. See Corollary 4.5 for details. Note that one could possibly extend the injectivity of the Kudla-
Millson lift obtained in [12] to non-Hecke eigenforms if one had further information on the lift in the case
of Hecke eigenforms.

Let us remark here that it is well known that all even unimodular lattices of dimension N form a single
genus, and their equivalence classes are in one-to-one correspondence with the T'-cusps (see Section 5.1).
If we considered the Fourier expansion of Fy at a I'-cusp corresponding to an even unimodular lattice
whose image of the squared norm map exhausts all positive integers, then it is possible to follow the
method in [37] to get injectivity of the map f — F) in general. In fact, in [37], we proved the injectivity
by the Fourier expansion at a cusp corresponding to a sum of copies of the Eg-lattice.

Bounds on sup-norm of the lift F}

Another main result of this paper is to prove bounds on the sup-norm of F'y. The problem of estimating the
sup-norm of Laplace eigenfunctions on a compact Riemannian manifold is a fundamental one in harmonic
analysis and mathematical physics. The most basic result on this problem is due to Avacumovi¢ [1] and
Levitan [36]. If X is a compact Riemannian manifold without boundary and ¢ is an eigenfunction of the
Laplacian on X with eigenvalue —A < 0, they show that

16]lec .+ aimy—s
<K AN 1 . 1
16112 e

In general, this is the best possible estimate and is indeed achieved when X is a sphere. On the other
hand, one expects stronger bounds to hold on a generic manifold. For instance, when X is negatively
curved, Bérard [3] showed that the bound (1) can be improved by a factor of \/log A. Moreover, it is
often possible to improve (1) by a power of A under arithmetic assumptions on X and ¢. The first such
improvement is due to Iwaniec and Sarnak [31]. They considered X a congruence arithmetic hyperbolic
surface arising from a quaternion algebra over Q (possibly split), and ¢ a Hecke-Maass cusp form. In
this case, they improved on (1) to obtain

[¢lloo
>

They also obtained a lower bound 1/loglog A for an infinite sequence of ¢, which was later improved
to exp((1 + o(1))/log A/loglog A) by Mili¢evi¢ [41]. Let us also mention several other works on the
sup-norm problem [9], [10], [13], [15], [50], [51]. Among other things we also cite [46], which includes an
excellent review of the sup-norm problems in terms of elliptic differential operators.

We note that in these arithmetic settings, where X is taken to be a locally symmetric space, one
generally assumes that ¢ is an eigenfunction not just of the Laplacian, but of the full ring of invariant
differential operators. Under this assumption on ¢, it was shown by Sarnak [52] that the bound (1) can
be strengthened to

< AFite, (2)

| |¢| ‘OO dimX—4RankX

19112

This is sharp on spaces of compact type, and is the natural analog of (1) for these eigenfunctions.

3)
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It is also interesting to investigate the sup-norm of eigenfunctions in the case when X is not compact.
In this case, we now assume that ¢ is square-integrable. In the noncompact setting, the bound (1) (and
(3), under the appropriate assumptions) continues to hold on fixed compact sets, and it is natural to
ask whether it in fact holds globally (i.e. over the entire manifold). For this to happen one certainly
needs ||¢]|oo to be finite, and this is not generally true, even when X is a finite volume locally symmetric
space. However, it is true if one assumes that X is a finite volume locally symmetric space and ¢ is
cuspidal (cf. [23]), and so we make these assumptions from now on.

In some cases, it is known that the bounds (1) and (3) hold globally. See for instance [8] for the
case of Hecke-Maass forms on GLy over a number field, and [7] for Hecke-Maass forms on the space
PGL3(Z)\PGL3(R)/PO(3). (Note that [7] establishes a bound stronger than (1), but not as strong as
(3).) On the other hand, it was shown in [15] that (1) fails on PGL,(Z)\PGL,,(R)/PO(n) for n > 6. The
reason for this failure is the large peaks of the GL,, Whittaker function in higher rank, which lead to large
values of cusp forms via the Fourier expansion. Moreover, it is generally expected that the large values
produced in this way occur high in the cusp, at height roughly v/A; [15] establishes the weaker result
that the suprema of these cusp forms occur at points tending to infinity. See [6] for an upper bound that
complements the lower bound of [15].

This phenomenon of cusp forms having a peak high in the cusp is a general one, which is already
present for GLa where it is caused by the transition range of the Bessel function K ,—,(y) at y ~ r [52].
However, in this case the peak produced is only of size A2, which is smaller than (1). These results
lead one to ask the general question of whether a sequence of cusp forms on X realize their suprema in
a fixed compact set, or at a sequence of points tending to infinity.

We remark that if, instead of Maass forms, one considers holomorphic modular forms of growing
weight for the group SLy(Z), then the growth rate of the sup norm was determined by Xia [55] using the
Fourier expansion. Similar results in the case of Siegel modular forms were obtained by Blomer [5].

In this paper, we investigate these questions for the forms Fy — namely, whether the bound (1) holds
globally, and whether the Fy exhibit large peaks in the cusp. Our main result is the following.

Theorem. 1.2. Let f € S(SLy(Z); 7#"47—&1) be a non-zero Hecke Maass cusp form with Fourier coefficients
{c(m) : m € Z} satisfying c(m) = tc(—m) for all m € Z. Suppose L is an even unimodular lattice of
dimension N. Let Fy be the lift of f to a cusp form on O(1, N +1) with respect to the arithmetic subgroup
I' attached to L. Let —A be the Laplace eigenvalue of F¢. Then for any € > 0 and any r, we have

N (1426

F N )
|| f||°° <Nl AT"'W""G < A%+%+%+e,

1E ]2

where 8 = 7/64 is the current best estimate towards the Ramanujan conjecture for Maass forms. We also
have the lower bound
1 E7 oo

||Ff|\2'

See Theorems 5.4 and 5.5 for more details and more general results. We note that the bound (1) in
this case reads ||Ff||oo/||Fy|l2 < AN/, so that we are not quite able to obtain this globally.

N _
As +i5—¢€ <<N,e,F

(4)

Remark 1. We are free to assume that r > 1 when proving Theorem 1.2. On the other hand, this
condition holds automatically, as it is known that any cuspidal Laplace eigenfunction on the modular
surface has eigenvalue —A < —1/4, see for instance [11, 48].

Remark 2. As alluded to above, the lower bound we prove for Fy is obtained high in the cusp. In contrast
to this, there are several papers that establish power growth of eigenfunctions on hyperbolic manifolds,
and more generally on locally symmetric spaces of noncompact type, in fized compact sets [13, 14, 17,
35, 40, 49]. We mention in particular [14, 17], which apply to the higher-dimensional hyperbolic setting
considered here. (The results of [13] also include this, but the growth exponents produced are ineffective.)
In [17], Donnelly constructs compact hyperbolic (N + 1)-manifolds for N > 4, and sequences of Laplace
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eigenfunctions {¢;}; that satisfy ||o;||oo/||®ill2 > A§N73)/4.

AEN_I)/ Y for N even, and it is expected that this parity condition can be removed. Moreover, similarly
to Fy, the forms constructed in these papers are theta lifts from SLy. These results lead one to hope
that Fy might satisfy the same lower bound, which should be realized in a fixed compact subset of the
manifold. As this is larger than the lower bound of AF+127¢ obtained from the peak of the Whittaker

function, one might therefore expect F'y to realize their sup norms in the bulk, rather than the cusp.

In [14], this lower bound was improved to

We now give an outline of the proof of Theorem 1.2. The proof works by combining two ingredients.
The first is a standard upper bound coming from the pre-trace formula, which is valid for any square-
integrable Laplace eigenfunction on any finite-volume hyperbolic orbifold. This is Theorem 5.5, which

gives
|Fy(n(z)a,)|
[1E ]2

Here, n(z)a, are Iwasawa coordinates (cf. (8)) adapted to one of the cusps.

The second ingredient is upper and lower bounds proved using the Fourier expansion of F¢. These
bounds rely on the fact that these forms are theta lifts in two ways; first, by providing an explicit formula
for the Fourier coefficients of Fy in terms of those of f, and secondly through the formula for || F||2 from
Theorem 1.1. The lower bound comes from the first nonzero Fourier coefficients of Fy, combined with
the transition behavior of the Bessel function; see the end of Section 5.1.

The upper bound is stated in Theorem 5.4, and gives

< AT 4 yTAT, (5)

X y~N/2-1-20,3N /441420 +¢ 1<y < ril/12,
T |Fy(n(z)ay)| <en.p § y=N/2H1=20p3N/4-5/6+20+¢  L11/12 « ) < 1 /o7, (6)
sz e v r/2m <y.
Here, 8 = 7/64 is the current best estimate towards the Ramanujan conjecture for Maass forms, and we
note that A ~ 2. We combine (5) and (6) by noting that the first bound is strong low in the cusp, while

the second is strong high in the cusp. In fact, the first bound gives 1Fylloe o AN/4 wwhen y < AY*, while

[[F¢ll2
for y > AY/* the second gives W;% < AN/A+itg Finding the point at which they are equally strong

gives the upper bound of Theorem 1.2.

Bounds on Fourier coefficients of the lift F}

As discussed above, Theorems 1.2 and 5.4 on sup-norm bounds rely on an estimate for the Fourier coef-
ficients of Fy. By using standard techniques, one can obtain the Hecke bound for the Fourier coefficients
{A(N) : A € L\{0}} of F given by |A(\)] < IA|Z. Here, the implied constant depends on the sup-norm of
Fy, the quantity we wish to bound. Hence, the Hecke bound is not adequate for obtaining the sup-norm
bounds on Fy. Using the explicit formula for A(X) in terms of the Fourier coefficients of the Maass form
f. we are able to obtain in Proposition 5.1 the improved bounds of the form |A(\)| < [A|Z ~1*¢. In the
special case of primitive A, i.e., satisfying %L/\ ¢ L for all integers n > 1, we get an even better bound
|[A(N)| < [A]?P+1F€) where 6§ = 7/64 is the current best estimate towards the Ramanujan conjecture for
Maass forms. Here the implied constants depend on €, and || f||2.

These bounds on the size of the Fourier coefficients of the lift are analogous to the results obtained
by Ikeda and Katsurada [28] in the context of Siegel cusp forms. The Hecke bound for a Siegel cusp form
of genus n and weight k is given by |A(T)| < (det(2T))%, where {A(T)} are the Fourier coefficients with
T running through n x n half integral, positive definite, symmetric matrices. In [28], for the subset of
Ikeda lifts, the authors prove better bounds given by |A(T)| < (det(2T))2 2. Furthermore, they show

k 1

that if T' is primitive, then we have |A(T)| <« (det(27))z "1z~ 4.
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Outline of the paper

The paper is outlined as follows. In Section 2, after reviewing basic notions on orthogonal groups, their
algebraic subgroups and real hyperbolic spaces, we introduce automorphic forms that are the focus of
this paper. We recall the construction of the theta lifting map as worked out in [37] and state the main
theorem from that work regarding these lifts. In Section 3, we carry out the adelization of the theta lifts.
In Section 4, we set up the global integrals for the Petersson norm of the lifting using the method of
Rallis. The bulk of the computation is done in Section 4.1, where the archimedean integral is calculated.
We end Section 4.1 with the explicit formula for the Petersson norm of the lift and the injectivity of the
lifting map. In Section 5.1, we compute upper and lower bounds on the sup-norm of the lift using its
Fourier expansion. In Section 5.2, we apply the pre-trace formula method to obtain upper bounds for
any L? eigenfunction of the Laplacian on an (NN + 1)-dimensional hyperbolic orbifold of finite volume.
We put the results from these methods together to obtain the proof of Theorem 1.2 in Section 5.3.

Notation

If A€ Cand B € R, we use the notation A < B to mean that there is a constant C' > 0 such that
|A] < CB, and A ~ B means that A < B < A.
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2 Classical automorphic forms

2.1 Algebraic groups

For N € N, let S € My(Q) be a positive definite symmetric matrix and put @ := ) . We

then define a Q-algebraic group G by the group

5(Q) == {g € Mn12(Q) | '9Qg = Q}
of Q-rational points. We introduce another Q-algebraic group H by the group
H(Q) := {h € Mn(Q) | 'ThSh = S}

of Q-rational points. Let qg, resp. qg, denote the quadratic form on QV, resp. QV 12, associated to 9,
resp. @, i.e.
Ly Ly
qs(v) = 3 vSv, gg(w) = 3 wQw

for v € QN and w € QN*2. Then 7, resp. G, is the orthogonal group associated to this quadratic form
gs, resp. qg. For every place v < oo of Q we put G, := 3(Q,) and H, := H(Q,).
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In addition, we introduce the standard proper Q-parabolic subgroup P of § with the Levi decompo-
sition P = NL, where the Q-subgroups N and £ are defined by

1 tzS %%Sx

N(Q) = { n(z) = Iy zeQ
1
(6%
£(Q) := 5 aeQ*, 6 € H(Q)
a—l

Let us regard J = Z? as a lattice of the real hyperbolic plane, and let L be a maximal lattice with
respect to S. We then put

x
Lo := yl e QN2 z,2€Z, ye Ly =L& J,
z

which is a maximal lattice with respect to Q). Here, see [54, Chapter II, Section 6.1] for the definition
of maximal lattices. Through the bilinear form induced by the quadratic form gg, the dual lattice
L* := Homgy(L,7Z) is identified with a sublattice of QY containing L.

Assumption: We will assume that L is an unimodular even lattice. This implies that 8|V
and Lf = L.

For each finite prime p < oo we introduce Lo, := Lo ®z Z, and put

Ky,:={9€Gy,|gLlop= Loy},
which forms a maximal open compact subgroup of G,. On the other hand, let R := S and put

Ko :={g9 € G | 'gRg = R},

which is a maximal compact subgroup of G.. Let Ky := Hp<oo K, and K := K¢ x K. The groups
Ky and K form maximal compact subgroups of G(Ay) and G(A) respectively. We furthermore put
U:=Uy x Hy with Uy :=1]] Up, where

p<oo
Uy = {h € Hy| hL, = L,}
with L, := L ®z Z,. We now set
Is:=5(Q)NK;Goo = {7 € 5(Q) [ vLo = Lo} (7)
We have the following result [37, Lemma 2.1],

Lemma. 2.1. i) (Strong approzimation theorem for G) The class number of G = O(Q) with respect
to Goo Ky is one. Namely G(A) = §(Q)Go K.

ii) The class number of H = O(S) with respect to U coincides with the number of T'g-cusps.

The real Lie group G, admits an Iwasawa decomposition

Goo = NovooKooa
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where
Y
No == {n(z) |z e RV}, A =1 ay = 1n yeRYH. (8)
y!
From the Iwasawa decomposition we can identify the homogeneous space G, /Ko with the (N + 1)-

dimensional real hyperbolic space Hy := {(x,y) | z € R, y € R+(} by the natural map
n(z)ay, — (z,y).

The cusp forms we are going to study are regarded as cusp forms on the real hyperbolic space Hy.

2.2 Automorphic forms and lifting theorem

For A € C and a congruence subgroup I' C SLy(R) we denote by S(I', \) the space of Maass cusp forms
of weight 0 on the complex upper half plane h := {u++/—1v € C | v > 0} whose eigenvalue with respect
to the hyperbolic Laplacian is A.
For r € C we denote by M(T'g, ) the space of smooth functions F' on G, satisfying the following
conditions:
1 N2

i)Q-F= N (7“2 - 4) F, where 2 is the Casimir operator defined in [37, (2.3)],

ii) for any (v, g,k) € I's X Goo X Ko, we have F(ygk) = F(g),
iii) F is of moderate growth.

Let r € R. We say that F € M(I's, v/—1r) is a cusp form if it vanishes at the cusps of I'g. By [37, Section
2.3], any cusp form F' € M(T'g,+/—1r) has a Fourier expansion of the form

F(n(z)ay) = Y ANy* K =, (47N sy) exp(2my/~1'AS). 9)
AeL\{0}
Here, [A[s := y/qs(A) and K ,—, is the K-Bessel function.

Let
r?4+1

f(r) = Z c(n)W01@(47r|n|v) exp(2mv/—1nu) € S(SLy(Z); —
n#0

be a Maass cusp form on b, where we use the Whittaker function W0 ~—1~ to describe the Fourier

) (10)

T2
expansion of f. Recall that we have supposed that L is an even unimodular lattice of rank N divisible

by 8. For 0 # X\ € L, define
A
AN = Als c(—dLS)d? 2 (11)

d|dy

where d) denotes the greatest integer such that %)\ € L. By Theorems 3.1, 3.3, 4.11 and 5.6 from [37]
we have

Theorem. 2.2. Let L be an even unimodular lattice. Let f € S(SLa(Z); —szl) with Fourier expansion
(10). Let Fy : Hy — C be given by the Fourier expansion (9) with Fourier coefficients A(X\) defined in
(11). Then

i) The map f — Fy is a map from S(SLa(Z); fr%l) to M(T's,/—1r) preserving cuspidality.

it) If f is a Hecke eigenform, then so is F.
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i4i) Suppose f is a Hecke eigenform. Let mp, be the cuspidal automorphic representation of G(A)
generated by Fy. Then mp, is irreducible, and thus has the decomposition into the restricted tensor
product ®;<Oo7rpf,v of irreducible admissible representations wg, , of G,. For v = p < oo, the
representation Tg, , is the spherical constituent of an unramified principal series representation of
Gp.

iv) The finite part of the degree N + 2 standard L-function of mp, is given by

N
N_g

L(s,mp,) = L(s,mf,Sym?) H ¢(s—1),

i=—(&-1)

where Ty is the cuspidal, automorphic representation of GLa(A) generated by f and L(s, 7y, Sym?)
is the degree 3 symmetric square L-function of 7.

v) For every finite prime p < 0o, Tr, ; is non-tempered while T, « is tempered.

Let us remark here that, in [37], the injectivity of the map f — F; was proven for general even
unimodular lattices by using the Fourier expansion at a cusp corresponding to a sum of copies of the Fg-
lattice, which has the property that it contains vectors of squared length M for all M € Z~. Corollary
4.5 below provides another proof for the injectivity of the map f — Fy, which also works in full generality.

3 Adelization of the Borcherds lift

In [37], the automorphy of the lift F} is proved by showing that it is a Borcherds theta lift. In [37, Section
3] the classical construction of the theta functions and Borcherds lifts has been explained in details. The
first main result of this paper is the Petersson norm for Fy. We wish to use the Siegel-Weil formula and
the Rallis inner product formula for this. For this we first need to adelize the Borcherds lift. The main
reference for this is [33], where the adelic Borcherds lift has been worked out for signature (p, 2). We will
do this for signature (1, N 4+ 1). Recall that we have assumed that L is an even unimodular lattice. From
now on, let Vv be the quadratic space of dimension N + 2 defined over Q equipped with the quadratic
form g defined in Section 2.1. Let Bg be the bilinear form corresponding to the quadratic form gg. By
VN (R) and Vy(A) we denote the real quadaratic space and the adelic quadratic space attached to Vi
respectively. The former is often denoted simply by RMV+1. By V(A +) we denote the space formed by
the finite adeles in Vi (A).

Let D be the Grassmanian of positive oriented lines in the real quadratic space Viy(R). For (z,y) €
Hy, set v(z,y) = %t(y—ky_lqs(x), —y~lz,y71) € Vy(R) satisfying Bg(v(z,y),v(z,y)) = 1. Then, we
can identify Hy with one of the two connected components DT of D via

Hy 3 (z,y) = R-v(z,y) € DF. (12)

Denote by X = G(Q)\(D x §(Af))/K¢. By Lemma 2.1, we have §(A) = §(Q)G(R)K ;. We have
X ~Tg\DT, where I's = §(Q) N G(R) K.

Let S(Vn(A)), S(Vn(Af)) and S(Vn (R)) be the space of Schwartz Bruhat functions of Vi (A), Vi (Af)
and Vy (R) respectively. For v € D, we have the map

1 VnR) = R-v® (vt gg,r) ~ RENFL
A= (6E (N, 1, (V).

e

Here, ¢;7 and ¢, are the projections from Vi (R) to Rv and vt,gs|,. respectively. For A € Vy(R), set
R(A\,v) := =2q0(¢f (V) and (A, N), == 2qo(N) + 2R(\, v). We can see that

(A Ay = 200(N) +2R(A,v) = 29 (1) (V) + 2q0(1, (V) — 4gq(1) (V)
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= 2q0(t, (V) = 200(1) (V) = 200(A-) — 200 (Au+).

Here we are denoting ¢} (\) = A\,+ and ¢, (A\) = A,-. Let A°(D) be the space of smooth functions on D.
We then introduce the Gaussian

Poo (A, 1) = exp(m(X,A),) = exp(2mgo(As-) — 2maQ(Au+))- (13)
We can regard this as a A°(D)-valued Schwartz function on Vi (R) by
VN(R)3 A = (D3 v doo(A, ).
Note that, in [33], there is a minus sign in the exponent instead of plus sign. The reason for the

difference is that we are considering signature (1, N+1) instead of (p,2). Consider the polynomial P(\,v)

N
obtained by applying the operator exp(—A/(87)) to the polynomial 2_%_33312 defined in [37, Section
3.2], where A denotes the Laplacian for the (N + 2)-dimensional Euclidean space with the coordinate
(1, ,xN42). For A € Vy(R) and v € D, define

Boo(A\, 1) := P\, 1) oo (A, 1), (14)
Lemma. 3.1. For all h € G, we have
Do (RA, hV) = doo (A, V).

Proof. The lemma follows from the observation that both P and ¢ depend only on go(A) and Bg(A, v),
and by definition G, preserves this. O

The group SLa(A) acts on S(Vy (A)) via the Weil representation w determined by the standard additive
character ¢ on A/Q such that ¥ (x) = exp(2my/—1z). If & € S(Vx(A)), then the Weil representation is
given by

W[ 1 )B(@) = a2 (az),  w((F])B(@) = Pltge(@) (@), w([_,'])@(x) =d(z),  (15)

where ® denotes the Fourier transform of & with respect to a self-dual measure of Vi (A) with respect
to Vy(A)?2 3 (z,y) = ¥(Bg(z,y)) € CY. In the first equation, we need to add a factor g, (a) =

((=1)=+1det(Q), a) on the right hand side. But, note that det(Q) = —1 and & + 1 is odd. Hence,
Xqo (@) = 1 for all a.

By w, we denote the v-component of w at a place v. Let $ denote the Fourier transform of
® € S(Vn(Q,)) with respect to a self-dual measure of Vy(Q,) with respect to Vi (Q,)? > (z,y) —
Yy (Bo(z,y)) € C™. Over the Schwartz Bruhat space S(Vy(Q,)) at v we also provide a description of
w, as follows:

wol[* -1 DB(a) = lald T B(ax),  w([1{)B(x) = bultag(2)B(), w([_y ])B(x) = B(x).  (16)

In general, we have to add a factor v, Ql)v(l), which denotes the local constant called the Weil constant,
to the right hand side of the last equation above. But in our case, since L, is self-dual for all p < co and
dimension of Viy is N + 2, we see that v4,,,(1) = 1 for all places v (See [56, Chapitre II] for details).

Suppose T = u++/—1v lies in the complex upper half plane, and let g, = [ ¥] [v1/2 v71/2} € SLy(R).
Then
(@(gr)do) (A, v) = 05+ exp(2mV/=Tugq (V)b (VO V)
=97 +2exp(27r\ﬁu(qcz At) +ag(A-)))exp(2mvgg (A, - ) — 2mvgg(A,+))
= vT+§exp(2W\/j(TQQ >‘u+) —‘1-77'(]62()\”_))) (17)

—~ o~
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The SLy(A) action commutes with the action of G(A), which we denote by w(h)®(x) := ®(h~'z). For
veD,heG(Ay)and g € SLy(A), let (g, v, h) be the linear functional on S(Vy(Ay)) defined by

SWn(h) 200 0g v hid) = > w(g)(l¥) @ w(h)D) (). (18)

AEVN(Q)

Lemma. 3.2. Let hg € §(Q) and go € SL2(Q). We have

(g, hov, hoh; ¢) = 6(g, v, h; ¢), 0(g0g, v, h; ) = 0(g, v, h; ¢). (19)

Proof. The statement for hy follows from Lemma 3.1, and a change of variable. For the statement of
go, we can look at the three cases. For go = [! ], the result follows from ¢|g = 1. For go = [* ,-1],
we get the result from a change of variable A — a\. For gy = [71 1 ], the result is obtained by Poisson
summation. O

If g1 € SLa(Ay) and hy € G(Ay), then we have
0(991, v, hi; ¢) = 0(g, v, h; w(g, h1)9), (20)
with w(g1,h1) meaning w(g1)w(h1). Hence, if ¢ € S(Vy(Af))X7, then the map
(v, h) = 0(g, v, h; 9)

on D x G(Ay) descends to a function on X = I's\D*. We may view it as a linear functional on
S(Vn(Ay))Es, and obtain

6 : SLy(Q)\SLa(A) x X — (ks*(vj\,(Af))Kf)v (g,v,h) — 0(g, v, h; ).

Since we have assumed that L is even unimodular, it is self dual, and in this case S(Vy(Af))X7 is a one
dimensional space spanned by the characteristic function ¢g of ®p<ocLo p-

Let f € S(SL2(Z); —szl) be as in Theorem 2.2. Write ¢ € SLa(A) as g = 7gook with v €
SL2(Q), goo € SL2(R) and k € [, SLa(Z¢). Define fo : SLy(A) = C be fo(g) := f(goo(V—1)).

As a function of g € SLy(A), the function g — fo(9)0(g, v, h; ¢o) is left-SLa(Q) invariant and right-
SO(2,R) ], SL2(Z) invariant using (19), (20) and $o = ¢ since L is self-dual. This allows us to define
the adelic Borcherds lift on X by

(I)(Vv ha fO) = / f()(g)g(g,l/,h, ¢O)dg (21)
SL2(Q)\SLz(A)

Proposition. 3.3. For (z,y) € Hy, let v(z,y) € DT by (12). Then we have

(v (z,y), 1, fo) = Fr(n(z)ay).

Proof. This follows from Section 3 of [37]. O

4 Petersson norm of the theta lifting

We study the Petersson norm

1 (5, %, fo)||? = / (v, h, fo)B(, T fo)dvdh
S(@\S(A)
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of ®(v, h, fo) by the well known approach originally due to S. Rallis (cf. [45]). In view of Lemma 2.1 and
Proposition 3.3 this coincides with

1FS |2 = / Fy(hoo) By (o),
S

)

which is nothing but the Petersson norm of our lift in the classical setting. This is convergent since
®(v, h, fo) is cuspidal.
We have that

19 (x5, fo) | = / /
S(Q@Q)\SG(A) J(SL2(Q)\SL2(A))?

fo(g1)0(g1, v, h; $0) fo(92)0(g2, v, h; o )dgrdgadvdh

= / fo(g1) fo(g2)1(g1, g2, ¢0)dg1dga, (22)
(SL2(Q)\SL2(A))2
where
1(91792; (Z)O) = / 5(917 v, h7 ¢0>9(g2a v, ha ¢0)dydh
S(@\SG(A)

Since we are in the convergent range, the change in order of integration is justified. In view of the
doubling variables of the Weil representation (cf. [26, Section 11]) we have

e(glu v, h7 ¢0)0(927 v, h7 ¢O) = 9((91792)7 5(”)7 6(]7’)7 (bO & ¢0> (23)

Here, for g1, g2 € SLo we regard (g1,92) € SLa x SLo as its image of the diagonal embedding
SLy x SLs < Sp, given by

!/ /
a v a b
c d ]) = —c d

d d

SLQXSLQB([ZZ],[ GSP47

and the map ¢ denotes the canonical diagonal embedding of G into the orthogonal group defined by the
quadratic space (QV2 ® QN*2 gg @ qg), for which note that Sp, x §(G) forms a dual pair.

On the right hand side of (23), the theta series is a linear functional on S(Vy(A)) & S(Vy(A)) with
the choice of Schwartz function being ®g := (poo B Poo) @ (0 D ¢0)-

By the convergent Siegel-Weil formulas [57, Théoréme 5], the integral I(g, g2, ¢o) can be written as
a special value of a certain Siegel Eisenstein series. Let us describe this next. Let P(A) = N(A)M(A) be
the adelized Siegel parabolic subgroup of Sp,(A) with the Levi part M(A) ~ GL3(A) and the unipotent
radical N(A) ~ Sym,(A), and let K be the standard maximal compact subgroup [1)<o0 SP4(Zp) X
(O(4)(R) N Sp,(R)). The Weil representation w® of Sp,(A) on S(Vy(A)?), obtained by the doubling of
w, is realized as follows:

WP ([ 5 ROX) = |det()] FH1@(X 4) (4 € GLy(4),

W[ LX) = (X, X) - V)B(X) (¥ € Syma(A)),
WP, D@ = (X), (24)

where ® denotes a Schwarts Bruhat function on Vi (A) & Vy(A), and (X, X) := (3'2;Qz;) € Sym,(A)
for X = (x1,x2) € Vn(A)?. For the first formula we note that there is a factor x4, (det(A)), which is
proved to be trivial.

We now also provide local representations w? of w? at each v < co. With the same notation for w,

WP ([ 42 )O(X) = | det(A)[FH1@(X4) (4 € GLo(Q))),
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wy ([02 2, 1) @(X) = w(%tr((X,X) Y))R(X) (Y € Symy(Qy)),

v

w, ([ %, 2 D)e(X) = 9(X), (25)

v

where ® denotes a Schwarts Bruhat function on Vi (Q,) @V (Qy), and (X, X) == (3'2;Qz;) € Sym,(Q,)
for X = (21,%2) € Vn(Qy)?. For the formula above we remark that there is the factor x4, , (det(A4)) (resp.
Yaq.0(1)72) in the first formula (resp. third formula), which turn out to be trivial.

We have the Iwasawa decomposition Sp,(A) = P(A)K. Write any g € Sp,(A) as g = nm(a)k with

some n = (1)2 f() (X € Symy(A)),m(a) = (SL tSEl) (a € GLy(A)) and k € K. We then set
2 Lo 2

la(g)| := | det(a)|a. This is a well-defined function on Sp,(A) that is left N(A)M (Q)-invariant and right
K-invariant. For s € Cand ® € S(Vy(A)?), define Z(g, s) := w” (g)®(0)-]a(g)|* 5, where 5o = (N —1)/2.
From (24), we see that w?(nm(a)g)®(0) = | det(a)|z T1wP(¢)®(0). Recall that the modular character
on the Siegel parabolic is 6p(p) = |a(p)|®. Hence, we get

E(pg, s) = |a(p)|*0p(p)*E(g, 5) for p € P(A), g € Spy(A).

Hence we can conclude that = € Indi%&()A)(éé), which is the normalized parabolic induction. For any

Fe Indip(‘j&()A )(51‘%), the Siegel Eisenstein series is defined by

E(g,sF) = > F(yg,9)
YEP(Q)\Sp4(Q)

which converges absolutely for Re(s) > 3/2 (cf. [57, Théoréme 1]).
We now state the Siegel Weil formula for our case as follows (cf. [57, Théoréme 5]):

Proposition. 4.1. Let &5 € S(Vy(A)) & S(Vy(A)) be defined by (doo B o) @ (o & ¢o) as above. For
s € C,g € Spy(A), let Zo(g,5) := wP(g)Po(0)|a(g)|*~%°, where so = (N—1)/2. Then, for gi,gs € SLa(A),
we have

I(g1, 92, 90) = E((91,92), 50; Zo)- (26)

Returning to the Petersson norm calculation (22), we now have

lecsslt= [ ([ heE(ene).sE0dn) e, 1)
SL2(Q)\SLz2(A) SL2(Q)\SL2(4)

Call the inner integral Z(sq, fo,Z0)(g2). By Theorem 3.6 of [44], we have
Z(807 an EO)(g2) = H ZU(SO7 fva EU)(g’U)a
v<o0

where
Zu(50, for Z0)(90) = / =,(Qa(h, 1), 50) fu(goh)dh (28)
SLZ(QU)

with local components {f,} of fy. Here
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For v < oo, all the data is unramified, and hence, by Proposition 4.1 of [44], we get

Ly(s0 + L, 7, Ad)
Zy(50, fo, Bu)(gv) = - Jo(gv)- 29
( ){gv) Co(50 + 3)Co(250 + 1) (g0) 29)
Recall that 7y = ®!m, is the automorphic cuspidal representation of GLa(A) generated by fo. Here,
L(s, my,Ad) is the degree 3 adjoint L-function of 7.

4.1 The archimedean computation

In this section we will compute the archimedean integral Zu.(so, foo, Zoo)- We begin with the following
proposition.

Proposition. 4.2. Let Ko be the mazimal compact subgroup of Sp,(R) given by Ko = Sp4(R)NO4(R),
which is isomorphic to the unitary group U(2) of degree two. For the Schwartz functions ¢oo in (14),
set Bog 1= Poo B doo. Then Eoo(g, 50) := wP(g)Puo(0) is right K.o-invariant (with respect to the Weil
representation).

Proof. For the proof we need the following lemma.

Lemma. 4.3. i) The Schwartz function ¢ in (14) is right SO(2)-invariant (with respect to the Weil
representation).

i) Let Tx be an irreducible representation of Kso ~ U(2) with dominant weight A = (A, \2) € Z* with
A1 > Xo. The infinitesimal action of Ta, also denoted by Ty, is described by the following explicit
formula:

TA(Hl)Uk = ()\2 + k)vk, TA(HQ)Uk = ()\1 — k)’l)k,

TA(X)’Uk = (k + 1)Uk+1, TA(X)Uk = (d — (k — 1))Uk_1,
where

o {Ur}o<k<d:=r,—x, denotes a set of weight vectors which forms a basis of the representation space
for Ta.

0 0 —v-1 0 0 0 O 0
1o 0 0 0 |0 0 0 —v/-1
B=1/T0 o o ™% l0 0o o o |
0 0 0 0 0 v—=1 0 0
0 1 0 —v-1
Yo 1] -1 0 —v-1 0
T2 0 V-1 0 1|
v-1 0 -1 0 |
and X denotes the complex conjugate of X.
Proof. (i) Putting vy = v(0,1) we see
boo(A, v0) = P(A, v0) exp(—2mqr(N)),
1
where gr denotes the quadratic form defined by R := S (cf. Section 2.1). It suffices to calculate

1
cosf) sind

the action of {_ sinf cosd

} on ¢oo(A, 1p) in (14) via the Weil representation. In fact, we see that the
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calculation does not depend on the choice of v € D. This is due to the well known commutativity of the
actions of the dual pair by the Weil representation, which is also ensured by the argument of Section 3.
1
10
is well known for the Gaussian multiplied by a harmonic polynomial. For instance we can find it in the
proof of the automorphy for holomorphic theta series with harmonic polynomials.
When the matrix [ CO'.SG sin 0
—sinf cosf
forward manner. Let us thus assume sin§ # 0. We then have that

cosf sinf] 1 —gg| [0 1] [sing 0 ][1 —mip
—sinf cosf 0 1 -1 0 0 =210 1 '

The main difficulty is the calculation of the action of {_0 } on ¢. We remark that such a calculation

is diagonal i.e. sinf = 0 the calculation is settled in a straight

sin 6

: 1
The action by [Smg (1) ] [1

" tand | ;
0 0 fll } is calculated to be

sin 6

|sin @]zt exp(QW\/—l(—t—qQ(sinﬂ . /\))(exp(—8—)(—27_4(sin9 cT1)2
T

oy )) exp(—2mqRr(sind - X)),

where x; denotes the first entry of A € RV*2, more precisely the coordinate of R - vy = {%(xl, 0,z1) |
x1 € R}. This is deduced immediately from the definition of the Weil representation (cf. (16)).

701 (1)] , which is given by the Fourier transform of the
above expression multiplied by the Weil constant. For this purpose we introduce
A
8mIm(7)
i 1
sin 6 (1) L tan® | is rewritten as
0 sin 6 0 1

As the next step we consider the action by

w2

N
2

)22 7a)) exp(2mv/=1(Re(r)qo(A) + Im()v=1gr(N))) (7 € b).

Pr.00() = (exp(—

The result of the action by [

. IN
| Sln0| +1¢7 cos 6 sin 0++/—1 sin2 O,M(x)'

From [4, Corollary 3.5] the Fourier transform of ¢, » is as follows:

Groe(@) = (T/V=T) 2 (V=) (1) F 1 o ().

Putting 7 = — cos #sin § 4+ v/—1sin” § the result of the action by [71 1] is calculated to be

(;5—1/7—,00(1')’
taking into account the Weil constant for gg and the constant factor of the self-dual measure, both of
__1
which are trivial for an even unimodular lattice. As the last step, the action of {(1) tfn(’] is given by

qbfl/’rfﬁ,oo(x) = ¢Jj1,w = ¢OO

ta:

(ii) Let £ and u(2) be the Lie algebra of K and U(2) respectively, and note the following isomorphism

£5 [_AB i] s A+ VTIB € u(2)

as Lie algebras. This isomorphism is naturally extended to the isomorphism between their complexifica-
tions: ¢ ~ u(2)¢ , the latter of which coincides with the complex matrix algebra Ms(C) of degree two.



4 PETERSSON NORM OF THE THETA LIFTING 16

0 0 0 1 0 0
tively. Recall that the irreducible representation of U(2) with highest weight A = (A1, \2) is realized by
det*? sym* —*2(R?), where sym** ~*? (R?) denotes the (A; — Az )-th symmetric tensor representation of the
standard representation of U(2). The formula is obtained by considering the pullback of the infinitesimal
action of the irreducible representation of U(2) with highest weight A. O

Via this isomorphism, H;, Hs, X, and X correspond to [1 0} , [O 0] , {O 1}, and [(; 8] respec-

For the proof of Proposition 4.2, we note that Z(g, s0) is right K oo-invariant if and only if S (9, 50)
belongs to the one-dimensional K -type 7o with dominant weight A = (0,0). By definition of the Lie
algebra action, we have, for i = 1,2

- d -
TA(V=1H;)Ex (9, 50) := 0 ezo:oo(gexp(e\/_lHi)sz)'
Since
cos(#) 0 sin(d) 0 1 0 0 0
_ 0 1 0 0 — |0 cos(f) 0 sin(9)
exp(OV=LH) = | _G0) 0 cos(o) of @  SPOVEIE) =5 1 o0 |’
0 0 0 1 0 —sin(@) 0 cos(9)

part (i) of Lemma 4.3 implies that 7o (v/—1H;)Zx(g, s0) = 0 for i = 1,2. Hence, by part (ii) of Lemma
4.3, we see that Z..(g, s0) is the weight (0,0) vector in 7(5 _y) for A > 0. In the terminology of part (ii)

of Lemma 4.3, Z..(g, s0) is the vector vy in the basis of 75 _»).
For 6 € R, set 7(0) := [fgfﬁ(zg) Z;r;((zg} and R(#) = [T(e) tr(e)*l}' By definition of the local Weil

representation (25), we see that (WP (R(0))®s)(Y) = ®oo(Y7(6)). Note that, if Y = (y1,92) € Va(R)2,
then Yr(0) = (cos(8)y1 — sin(0)yz, sin()y1 + cos(f)ys2). Using the definition of ¢, and the fact that
9q (cos(0)y1 — sin(0)y2) + qq (sin(0)y1 + cos(0)y2) = ao (1) + aq(v2),

we see that @, (Y7(0)) = ®oo(Y). Hence we see that Z..(9R(0), s0) = Zoo(g, S0) for all g and 6. Since
exp(v/—10(X + X)) = R(#), this implies that 7o (v/—1(X 4+ X))=« = 0. By part (ii) of Lemma 4.3, we
can conclude that A = 0, as required. This completes the proof of the proposition. O

We will now compute the archimedean integral (28)

Zoo (50, foos Eoo) (g2) = / = (Qa(h, 1), 50) foo (g2h)dh.
SL2(R)

Note that 7 is the irreducible principle series of GL3 (R) with all even SO(2)-types, and the Maass
cusp form f is viewed as the weight 0 vector fo, in 7. Hence, in the induced model for 7, we have

foo([* J51]k) =aV71 L @ e RT k€ SO(2,R). (30)

Here r depends on the Laplace eigenvalue of the Maass form f. By Proposition 4.2, the local section =
is right K -invariant. The local integral Z., is an element of 7, and a simple change of variable shows
that it is also right SO(2)-invariant. Since, f, is the unique (up to scalars) element of m, which is right
SO(2)-invariant, we see that

Z5o (80, foos Zo0)(92) = B(50) foo (92)-

The final task is to compute B(sg) which can be achieved by

B(so) = Zoo (50, foos ac) (1) = / = (Q(h, 1), 50) oo (h) .
SL2(R)
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Using the Iwasawa decomposition, we see that, if u is a right SO(2)-invariant function on SLy(R), then

oo o0

[ wdg=2n [ [ w0 £ )a dada
)

SLo (R 0 —oo

Hence, we get

(1]

oo (@2([* =111 51,1),50) foo ([* u=1][* ¥ ])a™ ' dada

Eoo(Qa([* o1 1[F 2], 1), 50)a¥ ™" dada.

Hence, we have

Eoo(@Qa2([" o1 1M 1,1),50)
M1 1 a —ax
—_ 1 1 1
:'-—-'oo( 1 1 1 a*l ’SO)
1 1 -1 1
[a 1 1 1 —z
= ! 1 1 1 )
TS a=! a 1 1 1 » 50
I 1] |a 1 -1 1
M1 11 111 —x ]
_s0+3/20 1 1 1
a — ( a 1 1 1 aSO)
K 1_ i -1 1L 1_
[ 171 —z 11 i
_so+3/2= 1 1 1
-4 el 1 1 »50)
K 1_ i 1_ i -1 |
- T s ]
s 3 — ]- ].
=a®+3/22 ( 0 1 1 ,50)-
K 1_ i 1_

Here, we have used that = lies in the induced representation and is right K .-invariant. Now, write

11— 12 ][ } o @ _ 1 me_l-v-la 7[c<9> s<e>}
[al}*[ 1][ y—1/2 T(Q) Wlthx - 1+a27y* 1+a236 - m ,’I"( )* _3(9) 0(9) .
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Here, ¢(0) = cos(#) and s(0) = sin(f). Hence,

Boo(@2([* o1 ][" §1,1), 50)

1 2 [y'/? c(0) s(0)
:aso+3/25 ( 1 ‘rl y1/2 C(e) 8(9)
h ! y 2 —5(0) <(0)
1 y~ /2] [—s(0) c(9)
1 —x
! 1 750)
1
s0+3/2 6(9) 8(9) 1 -
__ e = ( c(0) s(0) 1 )
(14 a2)s0+3/27 —s(0) c(0) 1 ’
—s(6) c(0) 1
(1 —s(0)c()z  —c(0)?x ] [ c(9) s(0)
e el I o d |
1+a? > —s c ’
i s(0)%x s(0)c(@)x 1] |—s(0) c(6)
(1 —s(0)c(®)z  —c(0)?z ]
:(1fa2)so+3/2500( 1 X 73)
i s(0)%x s(0)c(@)z 1
1 —8(9)1(:(9)3: —c(0)?z T [1 )
:(1 aa2)30+3/2300( 1 1 )
! i s(0)c(@)r 1 s(6)%x 1
1
a 50+3/2 1
=) e 1)
| s(0)%x 1

Note that s(6)? = a?/(1 + a?). Substituting this in the integral for B(sg), we get

1

a 50+3/2— 1 1
B(s0) :27r/ / (1+a2) e ( ) ,s0)aY " dada.
0 —eo s(0)%x 1
A change of variable x — s(0) 2z gives us
00 00 1
_ a 80+3/21 +CL2: 1 V=Ir
B(so) —27T/ / (1+a2) o2 Eool 1 ,50)a dxda
0 —oo T 1
1
s aso—l/2+\/—71r s 1

e T 1
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Let us consider the integral in the a variable first. Change of variable u = a? gives us

T gso—1/24y~TIr . 1 T up-s+ 50 .
/ (1t a2tz 5/ (1 + upoti 2™
0 0

() (w)
Tv+w)’

One integral representation for the beta function (see pg 7 of [38]) is

Recall the beta function
B(v,w) =

uv—l

B(v,w) = / Wdu for Re(v) > 0,Re(w) > 0.
0

We have v = 50/2 4+ 1/4 4+ +/—1r/2 and w = so/2 + 1/4 — /—1r/2. Hence, we get

L da=
(1 + a2tz 7 3 T(so + 1/2)
0

7 o V/2VEI T /2 4 1/4 4 /=T /2T (s0/2 + 1/4 — V/=Tr/2)

Now, let us compute the integral in the = variable. We will again use the Iwasawa decomposition

1 (14 y1/2 ] 0 ith r_ T _ 1 \/jwz 1—+v—1zx
Bl =D s @ with o = sy = e itz
Hence
7 ! 7 ! / ! 1/2
= 1 - 1 x
/ Eool 1 ,80)dx = / Eool 1 Y 1 , 80)dx
— 0 T 1 —o0 1 y—1/2
Vi 1 T 1
= s == 2 S d
/ (14a2)%+i ! / (14 22)%+i v
—o0 0
The change of variable = tan(#) gives us
00 1 /2 ) /2
—_ 1 _ 2 _ S
/ Eool 1 ,S0)dx = 2/ (o2 () 571 sec”(0)df = 2 / cos(#)*0"2dh
—oo T 1 0

On pg 8 of [38], we have the formula
w/2
1
/ sin(0)%* ! cos(0)?¥~1dh = §B(gc, y) for Re(z) > 0,Re(y) > 0.
0

We have = 1/2 and y = s¢/2 + 1/4. Hence, we have

D(1/2)0(s0/2+1/4)

/Eoo( P | sode = B2 s0/241/9) = I(s0/2 + 3/4)
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Putting all this together, and using properties of the gamma function, we get

Blso) D(so/241/4+/—=1r/2)[(so/2+ 1/4 —/—1r/2) T(1/2)[(s9/2 + 1/4)
fo) =1 T(so + 1/2) T(s0/2 + 3/4)
_ 217%W2F(% + \/?T)F(% — @)
L(F+ 5P

Putting together (27), (29) and the formula of B(sg) above, we get the following theorem.
Theorem. 4.4. The Petersson norm of the Borcherds theta lift is given by

1@ (x, *, fo)ll* =

L(ﬂjr ,Ad) N F(ﬂ+@)r(ﬂ _ ler)
e T

The above theorem together with Proposition 3.3 gives us Theorem 1.1 from the introduction. We
can now obtain the important corollary regarding injectivity of the Borcherds theta lift.

Corollary. 4.5. Let f € S(SLa(Z); —TaTJ“l) and Fy be its Borcherds lift defined in Section 2.2. Then the
map f — Fy is injective.

Proof. If f is a Hecke eigenform, then by Theorem 2.2, so is F'y. By Proposition 3.3, the Petersson norm
of Fy is given by Theorem 4.4 above. Hence, f — F} is an injective map when restricted to Hecke
eigenforms. To conclude the same about non-Hecke eigenforms, we follow the exact argument as in the
proof of Theorem 7.1 of [43]. Note that, for this we need formulas for Hecke eigenvalues of Fy in terms
of those of f, and these are obtained in Theorem 4.11 of [37]. O

5 Sup-norm bounds for Maass cusp forms on O(1, N + 1)

In this section, we will obtain lower and upper bounds for the sup-norm of Fy. For the lower bounds
we will use the Fourier expansion of Fy. For the upper bound, we will use a combination of Fourier
expansion of Fy and the pre-trace formula method.

5.1 Upper and lower bounds using Fourier expansions

Recall from Section 2.2 that we have f € S(SLy(Z); —’"22'1) given by the Fourier expansion

flu+iv) = Z c(n)WQ@ (47 |n|v) exp(2mv/—1nu)

n#0
= Z 2¢(n)|n|V20 2K s, (2r|n|v) exp(2mv/—1nu).
2
n#0

We have the Borcherds theta lift 'y obtained in Section 2.2 given by the Fourier expansion
Fr(n(z)ay) = Z A(A)y%K\mr(llﬂMSy) exp(2mv/—1'\Sx) (32)
xeL\{0}

with

AN = s Y e (—35) ds-2.

d|da

Let us make the assumption that f is a Hecke eigenform with ¢(m) = £c¢(—m) for all m € Z. As in
Remark 1, we also note that r is bounded from below, i.e. r > 1.
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Fourier expansion of F; at the cusps of I'g

In addition to the Fourier expansion (32) of F at the cusp at oo (a neighborhood of y = co in Hy), we
will also need the same at other cusps of I's. Let us briefly recall this from Section 3.3 of [37]. Let the
adelization of Fy (denoted by the same symbol) be as defined in equations (3.2)-(3.5) of [37].

There is a bijection between the cusps of I's and the set P(Q)\G(Q)/T's, which sends ¢ € §(Q) to
the cusp cloo. Moreover, we know from Lemma 2.1 that there is a bijection between P(Q)\G(Q)/T's
and the set of double cosets H(Q)\H(A)/U;Us, which have representatives in J(Ay). This bijection is
defined so that if ¢ € §(Q) corresponds to h € H(Ay), then there exist v € P(Q) and g € G Ky such
that

c=7 h g. (33)

Note that we will simply write the matrix h as h if the meaning is clear from the context.

Let ¢ € §(Q), and let 7, h, and g be as in (33). We write ¢y (respectively co) for the finite
part (respectively the infinite part) of ¢, and likewise for v. We then see 'y;lc ¢+ = hky with some ky € K.

Using the left invariance of Fy by §(Q) and the right invariance by K; Ky, we get for z € R,y € Ry,

Fy(n(x)ayh) = F(n(z)a,y;'ep) = Fr(v; ' epn(a)ay)
= F((hx' coo) "' nl@)ay) = Fr(cxg'n(a")ay), (34)
where we have the Iwasawa decomposition Yoon(z)a, = n(z')a, ki, with some (z/,y’) € RY x Ry and
some k. € K, the latter of which can be omitted in the above equations by the right K..-invariance

of Fy. We therefore see that Fy(n(x)ayh) is indeed an expression for Fy in Iwasawa coordinates with

respect to the cusp cgoloo corresponding to c.

The definition of the adelic Fy(n(x)ay,h) given in (3.2), (3.3) of [37] implies
Fr(n(z)ayh) = > An(Ny* K =3, (47|} sy) exp(2mv/~1'ASz). (35)
AeLp\{0}
Here, Ly, is the lattice in the genus of L associated to h, given by Lj, = QY N (RN x [ hpLy), and
AE\ v
) = Wls Yo (-2l ) ax2
d|dy

with d) being the smallest positive integer such that %)\ € Ly. Note that Ly, is also an even unimodular

lattice. Moreover, by (34), equation (35) gives the Fourier expansion of F in the cusp ¢} 0o corresponding
to c.

Bounds on |[Fy|z, |An(N)] and K —,(y)

Note that ¢(1) # 0 and we have the following estimate on the first Fourier coefficient ¢(1) given by [29,
Theorem 2| and [25, Corollary 0.3]. For any € > 0

()
17113

Here || f]|2 is the Petersson norm of f, and we are not assuming it to be equal to 1.

r~ ¢ cosh(mr/2) <, &K r¢cosh(mr/2). (36)

Proposition. 5.1. For any € > 0 we have an estimate as follows:
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i)
sinh(7r/2)r T <y 17]l2
[1E ]2

<N sinh(wr/2)r_%+%.
it) For all X € Lp\{0} and € > 0, we have

An (A N
| H}}(” ) < |)\|20+1+6d 2720, e cosh(mr/2)
2

N_
L |AE Thepe cosh(nr/2),
where § = 7/64 is the current best estimate towards the Ramanugjan conjecture for Maass forms.

Proof. By Theorem 4.4, we have

LY w5, Ad) /o w DY+ SInp(d - YSIn
1F7 = i (2 # a2 ! 1B

(5 + 1))
We have

—Tr2L(Y 5> 7f, Ad)
4(7 + NI + 5)?
Since N/2 > 1 + 26, the L-function above is given by a convergent Dirichlet series, and hence can be

bounded by estimates independent of f.
For the terms involving the Gamma function we use the following standard properties

1<y <y 1.

|z

N /—=1r. N +/—1Ir N /=1Ir 7r/2 !
7T MG ) =N+ )|2:blnh(7rr/2) [I &+ (/2.

k=1

r(=

Hence, we have

7r/2 A2 N  V-1r N /-1r

= r
smh(rr/2) SN T+ 4 2

/2
~ sinh(nr/2)

2 N
N2 -1 o mr/ N_o
(N +17) N Sinh(mﬂ/Q)r
Here, we have used r > 1. Hence we obtain the estimate for ||f||2/||Ff||2 in the statement of the
proposition.

To obtain the estimate for | A, ()|, we have

A< s S e ( 'A'S)u%’?A|52|c<1>||u('“)dz

d‘dA dldk

where p(m) is the Hecke eigenvalue for f for the Hecke operator T'(m). We have, by [32, Appendix 2,
Proposition 2| (see also [30, Section 8.5]), |u(m)| < m?7(m) where 7(m) is the number of divisors of m
and 6§ = 7/64 is the current best estimate towards the Ramanujan conjecture for Maass forms. Using
T(m) <. m* for every m > 0, the right hand inequality of (36) and % —2—20—¢€>0, we have

I\ AN
ARV < s D le(t ('S cTzS dz 2

d|da
< [AFTH (1) Y dE e

d|da

N_92_2¢
e A[FFHEe(1)]d?
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N _o_
o N20HFeaz 77| £ g /cosh(nr/2)
N _14e
< INE TN f Y ort Veosh(mr/2),

which completes the proof of the proposition.

We will require the estimate for the K-Bessel function.

Lemma. 5.2. Let r > 1 be a real number.

1) If 1 Ky < r, we have
K 3 (y) < r VA — ) THA

i) If y =7+ O(r'/?) and y > 1, we have
e PK 1, (y) = mw(2/y) P AI(Ee ) + Oy~ ) < B,
where & = i(y — r)(—iy/2)~1/3.
i1t) If 2r > y > r, we have
e PK g, (y) < Ay — )T exp(—Cr VP (y — 1)P?)
for some C > 0.

w) If y > 2r, we have
K /. (y) < exp(—Cy)

for some C > 0.

Proof. The bound (i) follows from the asymptotic of Erdélyi [19, 7.13.2, (19)] (after noting that r +y ~ r
in the range under consideration), and formula (ii) is due to Balogh [2, (8)]. We shall derive (iii) and (iv)
from the formula [19, 7.13.2, (18)] of Erdélyi, which gives

K o (y) < (v =) T exp(ar/2 = (yP = r)Y? —rsin T (r/y)).
To derive (iii) from this, we must show that the argument of the exponential satisfies
—mr )24 (42 — )2 4 rsinT i fy) > e Y2 (y —r)?/? (37)

when 2r >y > 7. To do this, define p = y/r. If we define f(p) = —7/2 + (p*> — 1)/ + sin"'(p~1), then
we have
—mr/24 (y* = )2 4 rsin= (r/y) = rf(p).

We have f'(p) = \/p2 —1/p~+/p— 1 when 2 > p > 1,and f(1) = 0. This implies that f(p) ~ (p—1)3/2
in this range, which gives (37).

To establish (iv), we note that when p > 2 we have f/'(p) = /1 — p~2 > 1/2, which implies that
f(p) > f(2) + (p— 2)/2 in this range. Because f(2) > 0, this implies that f(p) > p, and hence that

—7r /2 + (y* — r2)1/2 +rsin~t(r/y) =rf(p) >v.

Hence, we get
eﬂ'r/ZKir(y) < (y2 _ T2)71/4€70y < yfl/Qeny < eny’

since y > 2r and r > 1. O
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Finally, we need a lemma to estimate the number of vectors in the lattice L; with prescribed norms.

Lemma. 5.3. Let Lj be the even unimodular lattices as above with dimension N. Set k = N/2 — 1.
Then, for m € Z~g, k' € Ry and € > 0, we have

> AT <pemtt (38)

AELy,
X[E=m

where we note that the implied constant is independent of h.

Proof. We have

Z dl)c\fk’ — Z Z dk—k/: de—k’ Z 1

AELp d?|m |A|Z=m d?|m IAlZ=m
5 s s
[Mg=m dy=d dr=d
! !
e AR W T N L N
d?|m INZ=m/d? d?|m [NZ=m/d?
dyx=1

Since Ly, is assumed to be an even unimodular lattice of dimension N, [53, p.109, Corollary 2| and [16,
Proposition 1.3.5] implies that, for any M > 0, we have #{\ € Lj, | |\|3 = M} < 7(M)M=~!. Note
that we have 7(M) <. M¢. Using this we get

k+e
> < X (R) = Y e
A Lie 2 - JFrk T 2¢
ELn d?|m d2|m
\EL 2 2
[A[E=m

L Le Z mhre <mPrer(m) <. mPte,

d?|m

as required. O

Upper bound for sup-norm using Fourier expansion of I}

In this section we will obtain an upper bound for |Fy(n(x)ayh)|/||F||2 using the Fourier expansion (35)
of Fy and the bounds on [[Ff||2, [Ax())|, K,/—,(y) and bounds on lattice points obtained in Proposition
5.1 and Lemmas 5.2 and 5.3.

Theorem. 5.4. Let f € S(SLg(Z);—rzjl) be a non-zero Hecke eigenform with Fourier coefficients
c(—m) = £c(m) for all m € Z, and recall that r > 1. Let Fy € M(I'g,+/—1r) be the Borcherds theta lift
of f. For any e > 0,z € RN, and any h € H(Ay) corresponding to a cusp of T's, the following holds:

—N/2—-1-20,.3N/4+1+26+¢ 1<y < ril/12,

Y
1
TE T, 1 @ayh)] e p qyNERm2opsiims/ersiee 12 <y < rfom;
! e Cv /2T < y.

Proof. Using the Fourier expansion of Fy given by (35), we see that it suffices to bound

1

m Z \Ah()\)|yN/2|Kﬁr(47T|>\|Sy)|-

AELy,

Using Proposition 5.1 and Lemma 5.3, this is bounded by

Sy — rfN/4+1/2+eyN/2 Z mN/271/2+(7‘+e€7rr/2‘K\/jlr(4ﬂmy)‘_ (39)

m>1
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We break the sum in (39) into four ranges and denote S, := 51(11) +Sg(/2) +S’1(,3) —1-51(,4)7 where S},” is obtained
by summing over 47\/my < r/2, i.e. m < (r/87wy)?, 5352) is obtained by summing over /2 < 4m/my < r,
ie. (r/8my)? <m < (r/4my)?, Ség) is obtained by summing over r < 4my/my < 2r and 5754) is obtained
by summing over 2r < 4m/my.

Computing 5351): In this range, the bound (i) from Lemma 5.2 becomes e™/2K — (4my/my) <
r~1/2 50 we have

Sz(zl) & o N/AHY 24e N/2) -2 Z mN/2=1/2+0+e

1<m<(r/8my)?
N/4+e, N/2 N+1+260+ P20
<r y o (r/y) < Ty
Computing Sf): In this range we have m ~ (r/y)?, so that
S?(JZ) < rfN/4+1/2+eyN/2(T/y)N71+20+6 Z 677T/2|K\/j1,,,(47'('\/%y)|. (40)
(r/8my)2<m<(r/4my)?

If the sum on the right hand side of (40) is nonempty, its highest term is m, = |(r/4wy)?]. Lemma
5.2 implies that e™/2K ,—, (4m/myy) < r~'/3 for all y, and so applying this to bound the contribution
of m, to the sum gives

> e 2K 1, (Am/my)| < TV 4 > ™2\ K 1, (4m/my)|.
(r/8my)2<m<(r/4ny)? (r/8my)2<m<m,—1

For the remaining terms in the sum, we apply Lemma 5.2 (i), which gives

Z e 2K s, (Am/my)| < r7 1 Z (r — dmy/my) Y4,

(r/8my)2<m<m,—1 (r/8my)2<m<m,—1

Because the function z — (1 — 4m\/zy)~'/* is increasing on the interval ((r/87y)?, m,), we may bound

the sum by an integral as follows:

P14 Z (r — dmy/my) "V < 7"_1/4/ (r — dm/zy) "V dx
(r/8my)2<m<m,—1 (r/87y)?
(r/4my)?
< r*1/4/ (r — dmy/zy) "V da.
(r/8my)?
We then have
(r/4my)? r/dmy
7“_1/4/ (r — Any/xy) "V 4de = 7“_1/4/ (r— 47Tuy)_1/42udu
(r/8my)? r/8my
) r/dmy
< 7'3/4/27ry/ (r — druy) " Y4du
r/8my
= r3/4/87r2y2/ (r —u)"Y4du
/2
< 13272,
Combining these gives
(2) riT 204 ~1/3 , .3/2, —2
S < T 1120 (r +r %y ).

Y
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We note that this term dominates the contribution from S’l(,l).

Computing SZ(,?’): Following the computation of SZ(JQ), we can see that we get the same bound for S’l(,g)
as we got for S@(,Q) above. To see this, note that we again have m ~ (r/y)?, so it suffices to bound the

sum
> K o (A /my)|.
(/492 < (r /2y

As in the case of SZSQ), we may bound the extremal term in this sum by r~1/3. For the other terms, we
may use the bound e™/2K ,—,.(47/my) < r~*/*(y — r)~'/* coming from Lemma 5.2 (iii), which gives
a contribution of < r3/2y~2 as in the case of 5.

Computing 5754): Here, we use part (iv) of Lemma 5.2, which gives

51(14) & pm /AT 24ey N/2 Z mN/2—1/2+0+e exp(—C/my).
(r/2my)><m

Because y > 1 we have /my > /m + y, so

51(14) & N/AH1 /2 ke N/2~Cy Z mN/2=1/240+€ o O )
(r/2mwy)2<m
& = N/AH1/24e N/2 = Cy Z mN/2—1/2+6+e exp(—Cv/m)
m>1
< ,r,fN/4+1/2+eeny < e*Cy7
where the final inequality follows because y > r.
Finally, we combine these estimates to obtain the proposition. First note that, when y > r/27, the

sums S?(,l), S@(f) and 5153) are empty, and so we get

|Ff(n($)ayh)‘ < Sy _ 51(14) < efcy7
[1El2
as required. When y < /2w, we can check that the contribution from 552) dominates the one from 5154),
and hence we get
Fr(n(x)ayh P 320+
Frnah) g
[1E7 2 yz 1

The term y~2r%/2 dominates when y < r , while 7~1/3 dominates when y > r , which gives the
first two bounds of the theorem. O

(7“71/3 + T3/2y72).

11/12 11/12

Lower bound for the sup-norm

We now use the Fourier expansion to obtain a lower bound for the sup norm of Fy. When doing this,
it will be convenient to work in a cusp cloo corresponding to ¢ € G(Q) such that the corresponding
unimodular lattice L has a vector of length one. As all even unimodular lattices form a single genus,
we may do this by taking Lj to be a sum of copies of the Eg lattice.

Recall again that we have the Fourier expansion

Fr(n(z)ayh) = Y Ap(Ny® K =, (47|} sy) exp(2rV/~1'ASz).
AeLp\{0}

Fix Ag € Ly to be an element of norm 1. We then have Ap(A\g) = ¢(—1) = £¢(1) # 0. Using the above
Fourier expansion of Fy, the Cauchy-Schwartz inequality, and the fact that L is a unimodular lattice, we
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get

1Ff|loo = vol(RY /L) / 1 loodl
RN/L

> / |Fy(n(z)ayh)|| exp(—2mv/—1" Ao S)|dx

RN/L

2’ / Fy(n(z)ay,h) exp(—2mv/—1"X\gSx)dz
RN /L
= |An (M) K =, (47y)|.

By part (ii) of Lemma 5.2, there is a value of y such that 4wy = r + O(r'/?), and |K =, (4my)| >
e~ ™"/2p=1/3_ Choosing this value of y and using | A, (Xo)| = |c(1)| gives

1Fflloo > [e(1)[rN/2=13emr/2, (41)

The lower bound of Theorem 1.2 now follows from (41) using the bound (36), and part i) of Proposition
5.1.

5.2 Upper bounds using the pre-trace formula

In this section, we use a pre-trace inequality to obtain upper bounds on the lifted form Fy. The bound
we prove holds for any square-integrable Laplace eigenfunction on any hyperbolic orbifold X of finite
volume with the Laplacian A. To state it, we will need the notion of the height of a point x € X in the
cusp, denoted by ht(z), which we recall in this section. We note that only for this section, /—1r will
denote the spectral parameter of an eigenfunction on X, instead of the parameter of the Maass form f.
We note that these two spectral parameters are the same size, so this should not lead to any confusion.

Theorem. 5.5. Let X be a finite-volume hyperbolic orbifold of dimension N + 1. Let 1 € L*(X) be an
L?-normalized Laplace eigenfunction with spectral parameter \/—1r, so that (A +1r% + N?/4)yp = 0. We
have

Y(z) < (L4 [r)V? + ht(@)V 2L+ )V, e X.

We shall assume in the proof that » > 1, as the other case is similar.

Background on hyperbolic geometry

We let G° be the group of isometries of Hy, which can be identified with the index two subgroup of
O(1, N) preserving the upper sheet of the two-sheeted hyperboloid. Let d be the standard distance
function on Hy, and let 9Hy =~ SV denote the boundary sphere.

Let X = I'\Hy, where I' < GV is a lattice. Let O(I') C OHy denote the set of fixed points of parabolic
elements of I'. We fix a set of representatives Z for the I'-orbits in O(T"), which can be identified with
the set of cusps of X. We let I'¢c be the stabilizer of £ € Zin I'. For each £ € E we choose a horoball B
tangent to the boundary at &, and denote Ve = I'¢\Be. By [47, Thm 12.7.4], we may choose each B¢ so
that the following hold:

i) Ve is mapped isometrically to its image in X.
ii) We have X = X, ]] Ve, where X is compact.

iii) If y e I' = T'¢, then BeNyB: = @.
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We note that [47] states this theorem for manifolds, rather than orbifolds, but one may easily obtain the
result for an orbifold by using Selberg’s lemma to pass to a finite-index torsion-free subgroup of I'. We
now define the height function ht : X — R>;. If 2 € X, we set ht(z) = 1. Next, suppose that x € V¢
for some &. Let Bo, denote the standard horoball {(z,y) : # € R,y > 1}, and choose g¢ € G° such that
geBe = Bs. We define ht(x) = y(gex) (the y-coordinate of gex), which is independent of the choice of
ge. This has the key property that for any C' > 0, the set of points € X with ht(z) < C is compact.

Test functions

In this section, we construct a test function for use in the pre-trace inequality. We shall do this using the
Harish-Chandra transform, which we now recall. Define ¢, to be the standard spherical function on H y
or G° with spectral parameter s. We continue to normalize s so that v/—1R is the tempered axis. Let
K ~ O(N) be the standard maximal compact subgroup of G°. For a K-biinvariant function k € C°(G?),
we define its Harish-Chandra transform by

Bo) = [ k)en(a)ds.

This is inverted by
bo) = Cw [ sheu(a)lels)| ds
v—1IR
for a constant Cp, where ¢(s) is Harish-Chandra’s c-function. We may now define the test function we
shall use.

Lemma. 5.6. There exists a K-biinvariant function k, € C°(G°) with the following properties:
(i) kr is supported in a fized compact set that is independent of r.
(ii) kr(s) >0 for s € vV—IR U (0, N/2].
(iii) &y (v/—1r) = 1.
(iv) kr(g) < rN(14rd(g,e))~N2. In particular, ||k,||o < V.

Proof. Let h € C°°(C) be a function of Paley-Wiener type (i.e. the Fourier transform of a function in
C2°(R)) that is real and non-negative on R, and satisfies h(0) = 1. Define h, by h.(s) = h(r—s)+h(r+s).
h, is real valued on R, and satisfies h,.(r) > 1. We also have h,.(3) = h,(s) and h,(s) = h.(—s) so h, is
real-valued on /—1R. R

Define k, to be the K-biinvariant function on G° satisfying k,.(v/—1s) = h2(s). Because h, is of
Paley-Wiener type, (i) follows from the Paley-Wiener theorem of Gangolli-Varadarajan (cf. [21, Theorem
6.6.8]). For s € /—1R U (0, N/2], we have that h,(s) is real, and hence @T(s) = h%(s) > 0. We also have
ET(\/TM) = h2(r) > 1, and so we may arrange that ET(\/TM) =1 by scaling h,..

Finally, (iv) follows from inverting the Harish-Chandra transform and applying bounds for the spher-
ical function. We have

k. (g) = /\/jR Er(8)0s(g)|c(s)|2ds.

We have |c(s)|72 < (1 +|s])V for s € /—1R. By [39, Theorem 1.3|, or by applying [18] together with

stationary phase, we have
ps(9) < (1+|sld(g, €)™

for all s € v/—1R and ¢ in the support of k,, which implies

k(o) < /F 1B (5)1(1 + [sld(g, €)~V/2(1 + |s)) ¥ ds.
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The rapid decay of ET (s) away from s = 4+/—1r effectively truncates the integral to the region where
s = ++/—1(r 4 o(r)), which gives (iv).
O

The pre-trace inequality

Let k. be as in Lemma 5.6. The fundamental inequality we shall use to bound % is

(@) <Y k(e ya). (42)

~el

This may be derived from the pre-trace formula, by using the positivity property (ii) of @r to drop all terms
on the spectral side other than |¢)()|? (including the continuous spectrum). For this we remark that the
parameters of the discrete spectrum are contained in /—1R U (0, N/2], which parametrize equivalence
classes of irreducible unitary spherical principal series representations of O(1, N) together with spherical
complimentary series representations. To confirm this fact on the representation theory of O(1, N) we
refer to [24] and [27, pp31-32, Remarks]| for instance.

It may also be proved in an elementary way by an application of Cauchy—Schwartz and unfolding,
see for instance [14, Lemma 6.5|, with the test function w there taken to be the function k¥ satisfying
kO = h, so that kO« (k%)* = k,..

Let R > 0 be a constant, independent of r, such that the support of k,. is contained in the open
ball of radius R about the origin (0,1) in Hy. For x in any fixed compact subset of X, (42) and (iv)
give |i(x)] < rV/2) so we may assume that ht(z) > e > 1. In particular, 2 is contained in a cusp
neighborhood V¢, which we shall assume to be fixed for the rest of the proof. Moreover, until further
notice we identify « with a choice of lift € B¢. Under this assumption, we shall show that only v € I'¢
contribute to (42). Indeed, suppose that v € I satisfies k,.(z~1vyz) # 0. This implies that d(yz,z) < R.
This, together with ht(z) > ef, implies that yx € Be, so that vB: N By # @, and hence that v € I'¢ as
required.

We now assume that our cusp ¢ is the standard point at infinity, and denote I'c and B¢ by I'c and
B, as the proof for the other cusps is similar. We therefore have

(@) < Y ke(zya).
7€l
We next apply our upper bound (iv) for k., which gives
[(z) > < rY Z (1 + rd(yz,z)) N2
Y€l

d(yz,x)<R

We may identify I'o, with a lattice in Isom(R™). By [47, Thm 7.5.2], I's, has a finite index subgroup of
translations of rank N, which we identify with a lattice L C RY. The action of L on Hy will be written
additively. We let v1,...,7x be coset representatives for L\I'y,, and define x; = ;2. We therefore have

k
lv(2)|* < ’I“NZ Z (1 +rd(l + z;, x))~N/2,
i=1 (€L
d(l+z;,x)<R
Theorem 5.5 now follows from the following lemma.
Lemma. 5.7. Let vi,ve € RN, and let x; = (vi,y) € Hy with y > 1. We have
S Ard(+my,w2) N <14y N V2,

el
d(l+x1,22)<R
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Proof. We may assume without loss of generality that vy, vy lie in a fixed fundamental domain for RV /L.
It follows from an elementary computation that there is C; > 0, depending on R, such that d({+x1,z2) <
R implies ||¢|| < Cyry. It may also be seen that d(¢ + x1,22) < R implies

Al + a1, 22) ~r [0+ 01 —v2fl/y = [[€l/y + O1/y).

In particular, there is Co > 0 such that when d(¢ + z1,22) < R and ||¢|| > C3 we have d(¢ + z1,22) ~g
Il4ll/y. The finitely many ¢ with ||| < Cs contribute O(1) to the sum, so it suffices to show that

Yo A+rdl+anm) Mg Y (L[l /y) N < Ty NN, (43)
LeEL LeL
Co<||]|<Chry Co<||]|<Cry

We break the sum

R D e

teL

Ca<t]I<Cry

into those £ with ||| < y/r, and the compliment. If ||¢]] < y/r, we have 14r]/¢||/y ~ 1, so the contribution
these terms make is asymptotically bounded by #{¢ € L : ||{|| < y/r} < 1+ yNr~ which is smaller
than the right hand side of (43). If ||¢|| > y/r, we have 1 + r||£||/y ~ r||£]|/y, so the contribution from
these terms is bounded by

Yol )TN = NN N TNy NN

LeL LeL
Co<||l||<Cry Co< ||| <Cry

which is again less than the right hand side of (43). This completes the proof.

5.3 Proof of Theorem 1.2

In this section we will give the proof of Theorem 1.2 from the introduction. First note that Theorem 5.5
gives
|F(ngayh)|/ || Fylla < r/2 4 yN/2pN/

for all h € H(Ay) and all y > 1, where we are using (34) to convert between the classical and adelic
pictures. By Theorem 5.4, it suffices to consider the range where 1 < y < r/27. We consider the point
yo = r(N/2H1420)/(N+1+20) " which is chosen so that the expressions y™N/2rV/4 and y—N/2-1-20,:3N/4+1420
appearing in Theorem 5.5 and Theorem 5.4 are both equal to rN/2+N(1+20)/4(N+1+20) (our desired upper
bound) when evaluated at 9. An elementary computation gives us that yo < r'/12,

The expression rN/2 4 yN/2pN/4 i increasing in y, so for 1 < y < yo we have

|F(ngayh)|/||Fylla < rN/2 4 yN/2pN/4 < pN/2 g N/2 N/
< pN/2+N(1420) /4(N+1+26)

We next suppose that yo < y < r/2xw. Because the upper bound given by Theorem 5.4 is decreasing in y
(including across the transition point at y = r!1/12), we may obtain an upper bound for |F(n a,h)|/| Fy|l2
by evaluating the upper bound of Theorem 5.4 at yo. As yo < r''/12, this gives

[P(naayh)|/ | Fylla < gy /2712 3N/ IR0  N/2EN (20 4N HL20) b

Note that we have A ~ r2 since r > 1. Combining the above computations completes the proof of the
upper bound in Theorem 1.2.
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