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Abstract

We consider simple supercuspidal representations of GSp, over a p-adic field and show
that they have conductor exponent 5. We study (paramodular) newvectors and minimal
vectors in these representations, obtain formulas for their matrix coefficients, and compute
key local integrals involving these as test vectors.

Our local computations lead to several explicit global period formulas involving automor-
phic representations m of GSp,(A) whose local components (at ramified primes) are simple
supercuspidal representations, and where the global test vectors are chosen to be (diagonal
shifts of ) newforms or automorphic forms of minimal type. As an analytic application of our
work to the sup-norm problem, we show the existence of paramodular newforms on GSp,(A)
of conductor p® that take “large values” on a fixed compact set as p — oo.

1 Introduction

1.1 Motivation

Period formulas play an important role in the analytic and arithmetic theory of automorphic
L-functions and have applications to several important problems in analytic number theory
and quantum chaos. Given a cuspidal automorphic representation 7 = ®m, of G(A) for some
reductive group G, a key input in such a period formula is the choice of an automorphic
form ¢ = ®¢, in the space of m. To ensure that the global test vector ¢ is suitable for the
application at hand, one needs to choose the local test vectors ¢, carefully so that they have
the necessary invariance properties and such that the corresponding local integrals appearing
in the period formula are non-zero and well-controlled. Consider for example the famous
QUE theorem proved by Lindenstrauss [26], which states that as 7 traverses a sequence for
which 7o belongs to the principal series and 7, is unramified at all finite primes, the L2-
masses of the spherical vectors ¢ = ®,¢, € 7 equidistribute. A key step in Lindenstrauss’
proof of the QUE theorem involves replacing ¢, by a particular vector QNSOO (the microlocal
lift) at the archimedean place whose limit measures acquire additional invariance. Further
illustration of this principle is given by recent breakthroughs in period-based approaches to
the subconvexity problem, which depend crucially on the construction of good analytic test
vectors (see e.g. [28, 30, 31, 14]).

In the simplest and best-studied case of G = GLg, and 7, a ramified representation (of
GL2 over a p-adic field), it has been traditional to take the local test vector ¢, to be the
newvector. But for certain applications, other reasonable choices are often more useful and
more natural. The paper [16] considered the case when m, is supercuspidal and introduced
a different choice of local test vector ¢,, called the minimal vector, which is implicit in
the type theory approach to the construction of supercuspidal representations. The minimal
vectors for GLg have several remarkable properties which make them good test vectors for key
problems. In the last five years, this has led to an emerging theory surrounding applications
of minimal vectors to the sup-norm problem [16, 37], the subconvexity problem [15], the
Kuznetsov formula [13], and explicit Gross—Zagier formulas with applications to the BSD
and Sylvester conjectures [18].

For higher rank groups G such as GL,, and GSp,,,, it is therefore of significant interest
to find local test vectors inside ramified representations of G over a p-adic field. A good
analytic theory of such test vectors is currently lacking, even for relatively low rank cases
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of G beyond the basic case G = GLo. In this paper, we focus on G = GSp,. The Iwahori-
spherical representations of GSp, (these can be thought of as corresponding to automorphic
forms of squarefree level) are well-understood and there has been a fair bit of work done
[38, 33, 9] on test vectors for these representations. However, our understanding of suitable
test vectors is extremely limited for more ramified representations such as the supercuspidal
ones. For ramified generic representations on GSp,, the theory of paramodular newvectors
was developed in [34]. These paramodular newvectors exist for generic representations of
conductor p™ for each n and have good uniqueness properties. However, many key local
integrals, such as the local Whittaker integral appearing in the work of Lapid—Mao, have not
been computed for the paramodular newvector for any n > 1. Furthermore there are other
important local integrals (such as those occuring in Gan—Gross—Prasad period formulas) for
which the paramodular newvector does not even appear to be a good choice. It is therefore
important to explore various choices of test vectors for GSp, and crucially to compute the
corresponding local integrals occurring in global period formulas.

This work is a first step towards the above-described goal. We define and study a par-
ticular class of supercuspidal representations of GSp, over a p-adic field, known as simple
supercuspidal representations. These representations are of great interest because of their
ease of access, being induced from characters. We hope that the present work can serve
as a stepping stone towards a more general theory. We build a theory of minimal vectors
inside these simple supercuspidal representations analogous to the one for GLy constructed
in [16, 15]. We express the paramodular newvector in terms of the minimal vector and we
compute key local integrals (with either the minimal vector or the paramodular newvector
as our input test vector) leading to several explicit global period formulas. We also give an
application of one of these period formulas to the sup-norm problem in the level aspect.

In the rest of this introduction, we describe our results in more detail.

1.2 Simple supercuspidals and local results

Simple supercuspidal representations were originally defined for a class of simple groups over
p-adic fields by Gross and Reeder [12]. In a sense they provide the easiest construction of
supercuspidals, being induced from affine generic characters of a pro-unipotent radical of a
maximal compact subgroup. Knightly and Li [22] extended the theory of simple supercusp-
idals to the case of GL,,.

In Sect. 2 of this paper we develop the theory of simple supercuspidals of GSp,(F"), where
F' is a p-adic field, following the theory outlined in the above papers. We construct these
representations via compact induction from a character of the group ZK’ where Z is the

center and
1+p o o o
L 1+
K= GSpy(F) N 5 pp 1-T-p g ] (1)
p p p 1+4p

is the pro-unipotent radical of the Iwahori subgroup. We show that these representations have
conductor exponent 5, and we study two key distinguished vectors in these representations,
namely the minimal vector and the newvector. In Proposition 2.15, we write down explicitly
the newvector as translates of the minimal vector.

We continue the local theory in Sect. 3 where we study matrix coefficients for these vec-
tors. A striking feature is that the matrix coefficient associated to an L?-normalized minimal
vector is a character of the supporting subgroup ZK’. This allows us to explicitly compute
the formal degree of a supercuspidal representation, which is done in Proposition 3.1. The
matrix coefficient of a newvector is much more complicated, but we are able to write down
a reasonably explicit formula for their evaluation on the unipotent radical. Interestingly,
this formula involves certain sums of hyper-Kloosterman type (see (98)) which suggests that
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there is substantial arithmetic information encoded by these matrix coefficients. We go on
to compute various local integrals of Novodvorsky, Whittaker and Gan—Gross—Prasad type
using minimal vectors or newvectors as test vectors.

1.3 The Novodvorsky integral representation for the spinor L-function

Let m = ®,m, be a globally generic, cuspidal automorphic representation of GSp,(A) with
trivial central character. One can attach to 7 the spinor (degree 4) L-function L(s, ) which
is equal to the L-function of the GL,4 automorphic representation obtained by functorial
transfer [1] of w from GSp, to GL4. More generally, one can twist by a Dirichlet character
x and define the L-function L(s,m X x). A key tool to understand these L-functions is
an integral representation provided by Novodvorsky [32] (see also Bump [7] and Takloo-
Bighash [39]).

The above integral representation involves a global integral Z(s, ¢, x), depending on a
choice of automorphic form ¢ = ®,¢, in the space of m. The global integral Z(s,®,x)
factors into a product of local integrals Z(s, Wy, ,Xx,) where Wy,  is the realization of ¢,
in its Whittaker model. The local integral Z(s, Wy, xp) equals L(s, T, X X,) whenever all
the data is unramified. Moreover, if x, = 1 is trivial, 7, is ramified, and ¢, is a taken to
be paramodular newvector in 7,, then the local integral Z(s, Wy ,1) (once measures are
normalized appropriately) equals L(s, 7). This shows that the global paramodular newform
can serve as a test vector for the Novodvorsky integral representation for the spinor L-
function in the untwisted case.

However, as explained earlier in the introduction, it is often useful to have a rich supply
of test vectors for analytic applications (such as the subconvexity problem or non-vanishing
of central L-values), because certain test vectors often work better than others for a specific
application due to differing invariance properties or differing size of local integral.

We construct a new test vector ¢, for the Novodvorsky integral representation whenever
mp is a simple supercuspidal and the conductor exponent of x;, equals 0 or 1. The test vector
¢p is a particular diagonal translate of the minimal vector and we compute the local integral
Z(s,Ws,, Xp) corresponding to this test vector in Proposition 3.4.

As a consequence of this local computation, we explicitly write down a global integral
representation for the spin L-function L(s, 7 X x) for a globally generic, cuspidal automorphic
representation m of GSp,(A) with trivial central character with each ramified local component
of simple supercuspidal type, and a Dirichlet character x of squarefree conductor dividing
that of m. We give two versions of the global formula, one where ¢ is Whittaker-normalized
and the other where ¢ is L?-normalized; the former is more suited for arithmetic applications
and the latter more for analytic applications. For the exact statements, we refer the reader
to Theorem 4.5 and Corollary 4.6.

1.4 Generalized Bo6cherer’s conjecture and the refined Gan—Gross—Pra-
sad period formula for (SOj5,SO2)

Let f be a Siegel cusp form of degree 2 and weight k for the group Sp,(Z). Assume that
f is a Hecke eigenform and let d < 0 be a fundamental discriminant. Bécherer [4] made a
remarkable conjecture that relates the central L-value L(1/2, f x x4) to the square of the sum
of Fourier coefficients of f corresponding to equivalence classes of forms of discriminant d.
In a previous work with Dickson [9], we formulated an explicit generalization of Bocherer’s
conjecture by interpreting it as a special case of the refined Gan—Gross—Prasad (GGP) period
conjecture for (SO5,S02) as stated by Liu [27]. The refined GGP conjecture in this special
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case takes the form

(6,0) —  L(,mAd)L

|B(¢, \)|? o (1/27r><.AI H o () @)

where ¢ = ®,¢, is an automorphic form inside a cuspidal automorphic representation 7
of GSp4(A), A is a character of K*\Aj satistfying A|yx = 1, B(¢,A) is the global Bessel
period, and C' is a constant.

The corresponding local Bessel integrals By, g, (¢,) were explicitly computed in [9] in
some special cases when Ay, is trivial and 7, is Iwahori-spherical. This gives an explicit gen-
eralization of Bocherer’s conjecture [9, Thm. 1.13] for certain Siegel cusp forms of squarefree
level. In a couple of groundbreaking recent works, Furusawa and Morimoto [10, 11] have now
proved the above refined GGP period conjecture (2). An immediate corollary of their work
is the proof of the explicit generalized Bocherer’s conjecture in the square-free level case that
was formulated by us in [9].

However, the local p-adic integrals Ba, g, (¢») appearing in (2) have so far not been com-
puted in any case when m, is not Iwahori-spherical. Consequently no explicit generalization
of Bécherer’s conjecture for non square-free levels has been stated or proved. In this work,
we fill this gap when , is a simple supercuspidal representation. We show that a suitable
diagonal translate of the minimal vector can be taken as a test vector ¢, for the local Bessel
integral and compute the corresponding local integral By, g,(¢p) in Proposition 3.6. Our
new test vector works for any character A, as long as its conductor exponent is not too
small (in contrast to the result of [9] which only applied to trivial A,). The explicit refined
global GGP period conjecture for this choice of test vector is proved in Theorem 4.8 by
combining our calculations with the recent work of Furusawa and Morimoto [11]. Theorem
4.8 can be reformulated in the classical language to give a proof of an explicit generalization
of Bocherer’s conjecture for a certain class of forms of non square-free level, but we do not
carry this out here in the interest of brevity.

1.5 A special case of the Lapid—Mao formula

Given a generic cuspidal automorphic form ¢ on G(A) for a reductive group G, there are
two natural ways to specify a normalization of ¢. One is to set some particular Fourier—
Whittaker coefficient equal to 1. For example, in the classical theory of Hecke eigenforms
f for SLa(Z), it is natural, especially for arithmetic applications, to normalize f by setting
ay(1) = 1. This normalization ensures that all Fourier coefficients are algebraic integers.
The other way to normalize f is to set the Petersson norm (f, f) equal to 1, which is often
useful for analytic applications. The relation between these two normalizations is expressed
by the well-known identity (see, e.g., [19, (5.101)])

o P 2
) T (L Ad)

where 7 is the automorphic representation generated by f and L(s,7;, Ad) denotes the
(complete) adjoint L-function. The above identity is crucial for numerous applications in
analytic number theory.

Lapid and Mao [23] made a remarkable conjecture vastly generalizing (3). They proved
the conjecture for cusp forms on GL,, using the theory of Rankin—Selberg integrals developed
by Jacquet, Piatetski-Shapiro, and Shalika. Moreover, in [24], they established an analogous
formula in the metaplectic case. In the special case G = GSp,, the Lapid-Mao conjecture
was recently proved by Furusawa and Morimoto [11, Theorem 6.3] as part of their remarkable

(3)
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work on the refined GGP conjecture. Precisely, under the assumption that 7 is a tempered
automorphic representation of GSp,(A), Furusawa and Morimoto proved that

W2 ¢S24

where ¢ = ®,¢, is a cusp form in the space of 7, the function Wy is the Whittaker period
associated to ¢, the set S consists of places such that all the local data is unramified outside .5,
¢ € {1,2} is an integer depending on the Arthur packet of ¢, and Jy(¢,) is a local Whittaker
integral defined as the Whittaker coefficient of the matrix coefficient of ¢,,.

However, for applications, it is often important to have an exact formula where the
quantities Jo(¢,) at the bad places v € S are explicitly written down. So far, there has been
little progress in this direction. Chen and Ichino [8] computed Jy(¢,) at v = 0o for T a
principal series or large discrete series representation and ¢, a vector of minimal weight.
They also computed Jy(¢,) at a finite place v = p for the m, with conductor exponent equal
to 1, and ¢, a paramodular newvector. Apart from this, we are not aware of any other case
where Jy(¢,) has been computed.

In this work, we compute the local Whittaker integral Jo(¢,) when m, is a simple super-
cuspidal representation and ¢, is either a diagonal translate of a minimal vector (Prop. 3.2)
or a paramodular newvector (Prop. 3.5). These local results lead to an explicit identity be-
tween Petersson norms and Whittaker coefficients of cusp forms ¢ € m with the above local
constraints; we refer the reader to Theorem 4.2 for the exact statement of this result.

1.6 Large values of paramodular newforms

Given an L2-normalised cuspidal automorphic form ¢ on some group G, it is of great interest
to bound ||¢|| in terms of its defining parameters. This is a highly active area of research
with connections to geometric analysis and mathematical physics and has seen an explosion
of recent activity. Strong upper bounds for ||¢||~ often imply strong subconvexity bounds
for certain L-functions [17] thus linking this problem to one of the most important problems
in number theory. On the other hand, large lower bounds for ||¢||- give counterexamples
to the random wave model from quantum mechanics, and even more remarkably, appear to
have unexpected connections with functoriality. We refer the reader to the introductions of
[3, 37, 17] for brief discussions of some of these connections and various recent results.

Our focus here is on lower bounds for the sup-norm. Normalize the measure of the
underlying space Zg(A)G(Q)\G(A) so that it has volume equal to 1 and consider a family
T of L?-normalized cuspidal automorphic forms on G. For each ¢ € §, we have a “trivial”
lower bound ||@||cc > 1 coming from the triangle inequality. We say that the family § takes
large values if something stronger is true, namely that for each ¢ € § we have ||¢||cc >3
C(¢)° for some fixed § > 0, where C(¢) denotes the analytic conductor of the automorphic
representation attached to ¢.

In the literature, one finds two main sources of large values. First, large values can arise
from the unusual behaviour of certain global lifts. For example, Rudnick and Sarnak [35]
discovered that among Maass forms on the group SO(3,1) with eigenvalue ), the ones that
are theta lifts from SLo have L°°-norm of the order of magnitude at least A'/2, in contrast
to a “typical” Maass form whose L°°-norm is expected to be at most A° according to the
random wave model. This has been generalized to many higher rank cases by Brumley and
Marshall [5]. In the above results, the large values are obtained in the bulk, i.e., in a fixed
compact set. One can also have a very different source for large values coming from the
shape of local Whittaker functions. This phenomenon has been explored by Templier [40],
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the second-named author [36, 16], Assing [2] and Brumley—Templier [6]. In all these cases,
the large values are obtained near the cusp.

In this work, we demonstrate a new phenomenon. We show that certain paramodular
newforms take large values in the conductor aspect in a fixed compact set, despite their source
being the behaviour of the local Whittaker integrals associated to paramodular newvectors.
More precisely, we prove the following theorem.

1.1 Theorem. (Theorem 4.4) Let ™ = ®,m, be an irreducible, unitary, cuspidal, globally
generic automorphic representation of GSp,(A) with trivial central character such that m, is
a simple supercuspidal representation for each prime p where it is ramified. Let N = leN PP
be the conductor of 7, and assume that 7, is a discrete series representation. Let ¢ = ®, ¢,
be an automorphic form in the space of m. Suppose that ¢ is a newform with respect to the
paramodular subgroup of level N and ¢, is a lowest weight vector in m.,. Then we have

|9(9)] S N1/2—e

geU@\U(a) (@, $)*/2
where U is the unipotent radical of the Siegel parabolic (so that U(Q)\U(A) is compact).

We note that trace formula arguments imply that infinitely many paramodular newforms
of the type considered in Theorem 1.1 exist (see, e.g., [21, Thm. 1.2]). In Theorem 4.4 we
prove a somewhat more general result where we give an explicit compact subset of U(R)
where the large values are attained, include the case where m, has conductor exponent
1 or 5, and allow 7., to be a principal series representation. We suspect that the large value
phenomenon holds for any family of paramodular newforms of GSp, whose conductors tend
to infinity.

1.7 Structure of the paper

In Sect. 2, we introduce the local notations and develop the theory of simple supercuspidal
representations. In Sect. 3 we compute various local matrix coeflicients and local integrals.
We apply these results in Sect. 4 to prove our main global results.
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2 Simple supercuspidals

In this section we develop the theory of simple supercuspidal representations of GSp,, fol-
lowing the theory of simple supercuspidals of GL,, outlined in [22]. In Sect. 2.5 we show
that simple supercuspidals with trivial central character have conductor exponent 5, and
exhibit the local paramodular newvector in the standard model of these representations.
In Sect. 2.6 we express the newvector in terms of another distinguished element called the
minimal vector.

2.1 Basic local notations

Throughout Sects. 2 and 3, F' will be a non-archimedean local field of characteristic zero.
Let o be the ring of integers of F', with maximal ideal p and uniformizer . Let k = o/p
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be the residue class field, and ¢ its cardinality. For x € F, let |x| denote the normalized
absolute value of z, so that |&| = ¢~!. Let 1 be a character of F' which is trivial on o but
non-trivial on p~!. Let 1)y be the character of F' defined by 1 (z) = ¥ (@~ 1x), so that 1) is
non-trivial on o but trivial on p. Hence 1 induces a non-trivial character of k.

We use the Haar measure dx on F' that assigns o volume 1, and we use the Haar measure
d*z on F* that assigns 0™ volume 1. So we have d*z = (1 — qil)*l%.

Let

G = GSpy(F) = {g € GL4(F) : 'gJg = u(g)J for some u(g) € F*}, J= [_1 4! 1} .
(5)

e[t ]

represent generators for the 8-element Weyl group of G. Let K = GSp,(0) be the standard
hyperspecial maximal compact subgroup of G.
Let N be the normalizer of the diagonal subgroup M of G. Then

The elements

N= || wM, (7)
weWw

where W = {1, 51, 82, 5152, $251, $15251, S28152, S1528152} represents the 8 elements of the
Weyl group. The affine Bruhat decomposition implies that

G=K'NK', (8)
where
1+p o o o
1
K'=Gn| b Ye o g] (9)
p p p 1+p

For a representation m of G on a space V', when the representation 7 is clear from the
context, we will often use the shorthand gv or ¢ - v to denote m(g)v. We use V; to denote
the space of 7.

For o, p € F'*, define the element d, g € G by

do. g := diag(a?B,afB, a, 1). (10)
For each non-negative integer n we define the Klingen congruence subgroup Kl(p™) of
level n by
qn. [ 0o o0
gy ~an |78 12, )
PP " o

and the paramodular group K(p™) of level n by

o

n

o o o

n

K(p™) = {keGﬂ
"p

o p "
o o ] : det(k) eoX}. (12)

p
p
p P o

3

2.2 Affine generic characters

Let Z = F* be the center of G and let H = ZK'. We fix a character w of Z, trivial on 1+ p.
For t1,ts,t3 € 0%, we define a character y : H — C* by

T

[y

*
T

N
* % ¥ ¥

M%Z

wrs

N ]) = w(2)o(t1r1 + tars + t373). (13)
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Such x are called affine generic characters. For fixed w, there are (¢ — 1) affine generic
characters, corresponding to the choices of t1,%2,t3 modulo 1 4+ p. We sometimes write
Xt ,t5,t5 instead of x.

The group M N K normalizes K’, and hence acts on the set of affine generic characters.
For m € M N K, let x™(z) = x(mam™1). If m = diag(a, b, cb~ !, ca™!), then

(th,tg,tg)m = Xti1ab—1,t3b2¢c=1 tga—2c- (14)

By choosing m = diag(1,t,t1t2,t7ts), we see that the orbit of x contains a character of the
form x1,1,¢, and in fact a unique such character. Hence there are exactly ¢ — 1 orbits of affine
generic characters with a fixed w.

2.1 Lemma. Let t1,19,t3,¢1,¢2,¢3 be elements of 0*. Then Xy, +,.t; and X, ¢,.0, lie in the
same M N K-orbit if and only if t3tats = (30203 as elements of k*.

Proof. Easy to see from (14). n

For x = Xt,,t5,t5, let

3 0 00
Ix = | —wta/ts 0 00 |- (15)
0 witz/t3 0 0

Note that g, equals diag(1,1, —ta/t3, —t2/t3) times the usual Atkin-Lehner element u;. An
easy calculation confirms that g, normalizes K’ and H, and that

X(Q;Ihgx) = X(h) for all h € H. (16)

Observe that gi = —w’;—zL;.

2.3 The induced representation

Given an affine generic character y, define
7y = c-Ind$ (). (17)

The standard model A, of m, consists of smooth functions f : G — C with the transformation
property f(hg) = x(h)f(g) for g € G and h € H, which are compactly supported modulo Z.
Note that 7, is a representation for which the center acts via the character w.

2.2 Proposition. Any irreducible subrepresentation of m, Is supercuspidal.

Proof. See the proof of Proposition 3.1 of [22]. "

For an affine generic character n, let
AT={fe A, : m(h)f =n(h)f for all h € H}. (18)

A non-zero element of AX is given by

fo(h){X(h) if he H, 19)

0 otherwise.
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2.3 Proposition. Let x and n be affine generic characters. Suppose ¢ € A". If ¢(x) # 0,
then
n(h) = x(zhz™') forallh € HNz 'Hz. (20)

This condition is independent of the choice of representative x for the double coset HxH .
Conversely, if ¥ € G is any element satisfying (20), then there exists a unique element
¢ € A" supported on HxH and satisfying ¢, (x) = 1.

An element x € G satisfies (20) if and only if g, x satisfies (20). For such x, the set

{¢w7¢gxa:} c A" (21)

is linearly independent.

Proof. See the proof of Proposition 3.3 of [22]. n

2.4 Theorem. Let t1,t2,t3,01,02,¢3 be elements of 0. Let X = Xt, ts,ts a0d 1 = Xty 05,05
Let A = A, be the standard model of m,. Then the following are equivalent.

i) AM#£0
i) t2tats = (30305 as elements of k*.
iii) x and n are in the same M N K-orbit.
If these conditions hold, then x™° = 7, where

) ty tita tito
=d 1,—, —= ==). 22

mo lag< 761’6162’6%62) ( )
Furthermore, the elements ¢, and ¢y m, in (21) form a basis of A".
Proof. The proof is similar to that of [22, Thm. 3.4]. ]
2.4 Definition of simple supercuspidal representations of GSp,
Let

E={g€G:v(uly)) €22}, (23)
where v is the normalized valuation on F'. Then FE is a subgroup of G of index 2. We have
G=FEUgFL.

Let t1,t2,t3 € 0° and X = X, 1,1, be the associated affine generic character. As before,
let A be the standard model of the induced representation ,. Let Ay be the subspace of A
consisting of functions whose support is in E, and let A; be the subspace of A consisting of
functions whose support is in g, £. Then

A=AyD Ay (24)

by the argument in [22, Sect. 4.1]. Evidently, Ay and A; are E-submodules of A, and Ag
can be identified with the space of the compactly induced representation

oy = c-Ind % (). (25)
The proof of the following result is similar to that of [22, Prop. 4.1].

2.5 Proposition. The representation (o, Ag) of E is irreducible. Two such representations
oy and o, are equivalent if and only if n = X" for some m € M N K.
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Define an operator L on A by

(Lo)(@) = élgy'a),  weC. (26)

It is clear that L induces E-isomorphisms Ag — A; and A; — Ap. Hence the E-module A,
is also irreducible and isomorphic to oy. As a consequence, we obtain the following result,
which is proven just like [22, Cor. 4.3].

2.6 Proposition. Given two affine generic characters x and 7, the induced representations

my and m, of G' are equivalent if and only if x and n belong to the same M N K-orbit.

We now decompose 7, into irreducibles. By Lemma 2.1 and Proposition 2.6, we may
assume that x = x1,1,+ for ¢t € 0*. In this case gi = —%F1;. Let ¢ € C satisfy 2 =w(—w/t).
It is straightforward to verify that

(CL)?¢=¢  forall ¢ € A. (27)

Define
Ye={¢+ (Lo : ¢ € Ao} (28)

The map Ay — X¢ given by ¢ — ¢ + (L¢ is an isomorphism of E-modules. Thus ¢ is an
irreducible E-module isomorphic to o,. For ¢ € Ay, set ¥ = m, (g, )¢ € A1. Then

Ty (9x) (@ + (L) = b + (Lep = (L + (CL)* = & + CLE, (29)

where £ = (L) € Ag. This shows that X is 7(g, )-invariant, and hence is a G-submodule
of A. It is an irreducible G-module, since it is irreducible as an E-module. We denote the
action of G on X¢ by ai. By Proposition 2.2, ai is a supercuspidal representation of G. We
call it a simple supercuspidal representation.

2.7 Theorem. Let x = x1,1, with t € 0%, and fix ( € C* with (> = w(—w/t). Then
Ty = Ui @ 0;47 (30)
and the two supercuspidal representations ai and 0;4 are not isomorphic.

Proof. It is easy to see that A = X ®X_ as vector spaces, proving (30). To prove the last
assertion, observe
Homg (my, my) = Hompg (x, my) = AX, (31)

and dim A, = 2 by Theorem 2.4. ]
Since Ap = X¢ as vector spaces, the representation ai has a model on Ag. It is given by

P(z9) if g € E,

Colgyteg) if g € g E. (32

(05(9)9)(x) = {

We consider in particular the case that the central character w is trivial. Then (2 = 1.
Instead of (28) we will write

Yr={¢LLo: ¢ € A}, (33)
and denote the action of G on this space by 0; We have 7, = U;C“ @ o, . Consider the group

H' =HUg,H. (34)

10
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The character x = x1,1,t of H admits two different extensions x* and x~ to a character of
H', given by
XT(h) =x(h),  x"(gxh) = £x(h) (35)

for h € H. Since indg/ (x) =xt @ x, we see that

a)j([ = c-Ind%, (x*) (36)

2.5 Paramodular vectors

Let x = x1,1,+ with ¢ € 0*. Let A be the standard space of the representation , defined
n (17). In this section we consider paramodular vectors in A, and hence assume that the
central character of 7, is trivial. In this case the number ¢ appearing in (27) is 1. Hence
Y4 and X_ as in (33) are the two irreducible constituents of 7. Let O'% be the representation
of Gon X4.

For a non-negative integer n recall the paramodular group K(p™) defined in (12). Let
A(n) be the subspace of A consisting of K(p™)-invariant vectors.

2.8 Lemma. For g € G and a non-negative integer n the following are equivalent.
i) There exists f € A(n) with f(g) # 0.
i) x is trivial on H N gK(p™)g~!.

Proof. Straightforward verification. ]

We consider double cosets of the form HgK(p™), where g € G is a diagonal matrix. By
adjusting by units and an element of the center, we see that every such double coset is of
the form

Hd i i K(p"), i,j € Z. (37)
It is an easy exercise to show that the pair (7, 7) is uniquely determined by the double coset.
The following result is an easy consequence of Lemma 2.8.

2.9 Lemma. The double coset (37) supports an element of A(n) if and only ifi,j > 1 and
2i+j<n-—2.

Let A*(n) be the space of f € A(n) that are supported on double cosets of the form (37).
Lemma, 2.9 shows that
L%J for n > 5,
dim A*(n) = (38)
0 for n < 4.
Recall the decomposition (24), and define Ag(n) = Ag N A(n) and Ai(n) = A; N A(n).

Assuming that (i,j) satisfies 4,5 > 1 and 2i +j < n — 2, let f(n) € A(n) be the vector
supported on the double coset (37) and taklng the value 1 on the diagonal representatlve

We have fi,j € Ap if j is even and fi,j € A; if j is odd. For example, f1,1 is in A;(5).
Explicitly,
O (hdw,wk) = x(h)  for he H, k€ K(p®). (39)

Let )
= [wn } (10)

11
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be the usual Atkin-Lehner element of level n. We have

6 00 Y
gX = —‘zx//t 0 00 = _wl—nt—l un. (41)
0 w/t0 O gl

Now let f1 := f1(51) and set fo := Lf1, where L is the operator defined in (26). By (27) we
have L? =1, so that f1 = Lf,. Let

fe=fox fi. (42)
Since f1 = Lfo, we see fy € 34, A straightforward calculation using (41) confirms that
Ty (us) f+ = £f4+. (43)

For the following lemma, let Ty 1 be the paramodular Hecke operator of level 5 defined in
(6.3) of [34].

2.10 Lemma. We have
(To1 f+)(dw ) = 0.

Proof. By [34, Lemma 6.1.2 i)],

(TO,lf:I:)(dw,w) =A+B+C+ _D7

with
1 yzw"r’
A= Y fildew| ' v |dio),
z,y,2€0/p 1
lz zw ®
B = Z fj:(dw,w[ L 1 —=2 :|dw,w 1)7
z,z€0/p
1
C= Z f:l:(dw,wtf) |: 1;fy:| dlw)a
z,y€o/p
D= Z f:t(dw,th |: ! 1 —3::| dw,w_l)a
z€o/p
where _
1 —w
ts = 1 1
We have

1 2w %]
A= q2 Z fi(dw,w |: 1 1 dl,w)
z€o0/p 1

= q2 Z f:t(dw,w |:1 ! 1 - :| dl,w)

2€(0/p)* !

1 2”5 1
2 1 1 1
=4q E fi(dw7w |:2—1w5 1 1:| [Z_lws 1 ] |:Z_1 o1 :| dl,w)

z€(o/p)*

12
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2 ] , =
= d d
q Z f:t( w T 1 R 1 1,w)

=€(0/p)* e L

9 r 1 1 1T71 2w 0
=4q Z fi(dw,w 1 wl :| . 511 )

zE(o/p)X Lz w 14
2 ot T

=4q Z fi(dw;w s 1 i 1 ])

=€(o/p)* w1k “

M1

= q2 Z fi(dw,w @ 1 :|)

z€(0/p)x - “
=0.

Similar arguments show B=C = D = 0. [

2.11 Proposition. The representations of have conductor exponent a(o’f) =5.

Proof. Let X1 (n) be the space of K(p™)-invariant vectors in ¥1. Above we produced a
vector fi € £4(5). It follows that crfcE is generic, and that a(af) <5.

Using [20, Theorem 8.4.7], we know that generic supercuspidal representations have con-
ductor > 4. So we only have to exclude the possibility that a(o;f) =4.

Assume that a(af) = 4; we will obtain a contradiction. By our assumption, ¥4 (4) is
one-dimensional, spanned by a newvector f2*. By [34, Thm. 7.5.6] we know that ¥, (5) is
2-dimensional, spanned by 61" and 6’ f1°V; here 6 and 6’ are the level raising operators
defined in Sect. 3.2 of [34]. The Atkin-Lehner eigenvectors in X4 (5) are (6 + 0) f1*" and
(0 — @) f2e¥; one of them has us-eigenvalue +1 and the other has us-eigenvalue —1. It

therefore follows from (43) that, at least up to multiples,
fr=(046)frev or fe=(0-0")f1. (44)

By [34, Cor. 7.4.6], To1f1" = 0. (Here, Tp1 is the Hecke operator at level 4.) As a
consequence, by [34, Cor. 6.3.2], (0 +6') f2°V and (6 — ¢’) f1°" are eigenvectors for T 1 with
eigenvalues +¢2. (Here, Ty ; is the Hecke operator at level 5.) Hence fi is an eigenvector
for Ty 1 with eigenvalue ¢ or —¢?. However, this contradicts Lemma 2.10. [

By Theorem 7.5.6 of [34],

L@J for n > 5,
dim Xy (n) = (45)
0 for n < 4.
Comparison of (38) and (45) shows that the map
A*(n) — Zx(n),  fr—=fEL, (46)

+

Y is given by

is an isomorphism. The newvector in o

x(h)  if g = hdeg ok with h € H, k € K(p®),
fEu(9) = £x(h) if g = hgyde ok with h € H, k € K(p®), (47)

new

0 otherwise,

where g, is as in (41). Using the notations (34) and (35), this can also be written as

. {xi(h) if g = hde ok with h € H', k € K(p®),

new 0 otherwise.

13
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2.6 An expression for the newvector in terms of the minimal vector

Let x = x1,1,+ with ¢t € 0¥, and assume that the central character w of m, is trivial. As
above, T, = C—Indg(x) decomposes into two irreducible representations cr;g and o, , with
spaces Y4 as in (33). Let ff, € X4 be the local newvector of af, given explicitly in (47)

and (48). We define the minimal vector f=. € Y. by

min

x(h) if g=h with h € H,
= (9) = { £x(h) if g = hgy with h € H,

0 otherwise,
| x*®(h) ifg=hwith he H', (49)
~]o otherwise.

In Proposition 2.15 below we will express f&  in terms of fi

new min*

2.12 Lemma. With I'y(p) = ['}?,{,], we have

Dip) [1]GLE20) = || [ T [T ol ][]

u,vE€(0/p)* z€o0/p?

UL L T T L (50)

w,vE(0/p)* TEa/p

Proof. This is an exercise, using

GL(Z,0)= || To®)[2:1[ ' ]u ] To®) 4] (51)

x€oa/p2 z€o/p

2.13 Lemma.

Hlo-Klip") = | ] || Hdw’W[uvu“l] [1;11} {1111]

u,v€(0/p)* x€o0/p?

U I—lHdw’”{wu”lle}“l} (52)

u,v€(0/p)* zE€0/p

Proof. Any element of Kl(p®) can be written in the form

1
looo 5 z
p® 1 det(A) .
[11g][p5 1 1[ A}{ z:| (53)
1 p° p° p® 1 1 z

with A € GL(2,0) and z € 0*. The upper and lower triangular part can be absorbed into H,
so that
HiwKIp") = ) Hioo [“"a ], (54)
AeGL(2,0) !
By Lemma 2.12 we get a decomposition as in (52), even though not necessarily disjoint.
However, the disjointness is then easy to check. [

14



2 SIMPLE SUPERCUSPIDALS 15

2.14 Lemma.

Hdy »K(p®)

- 0L Hdw,wrv“vl} [13511} [HlywsHl—llJ

w,vE(0/p)X z€0/p?
yeo/p®

uv 1 1 w5
U |_| |_| Hdw7w|: uv1:||: z%ﬂll:||: 11y

u,v€(o/p)* z€o/p
yE€o/p>

uv 1 1 zw74- w
o U Um0

u,v€E(0/p)* z€a/p?
z€o0/p

U] ] Hiew [M“UJ {1&711} {Hlmq [wsllw_sl. (55)

u,v€(0/p)* x€o/p
z€o0/p

The same decomposition holds with H' instead of H. (See (34) for the definition of H'.)

Proof. By considering multipliers, it is easy to see that if HgK(p®) = UHr; with some rep-
resentatives 7;, then H'gK(p®) = UH'r;. Hence the last assertion follows once we know (55).
By Lemma 3.3.1 of [34] there is a disjoint decomposition

K(p") = |_| [1 L ywn} Kl(p™) U |_| tn [1 1 Zw_m] Kl(p™), (56)
yeo/pn 1 z€o/pn—1 1
where o
tn:[nllw } (57)
Hence )

Ke*) = || Kip?) [ "

y€o/p®

NI [ww] (58)

zGO/P4 1

Using Lemma 2.13, we get the required decomposition, which can be checked to be disjoint.
]

2.15 Proposition.

S X | Ko [ [ P

u,v€(0/p)* z€o/p?

ye€a/p?
i-l yw 1 uv 1w .
D DI DI P | RS | | g V-
u,vE€(o/p)* xE€o/p L 1 1 1 .
y€o/p®

oo o [ | P | R IR I

u,v€(0/p)X :060/;32 L
z€o0/p
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o o | I | Pt P TR | R

u,v€(o/p)* x€o0/p
zE€o/p

(59)

Proof. Let fo be as in (19). If a function f in the standard space of m, is supported on
HrK(p™), is right K(p™)-invariant, and satisfies f(r) = ¢, and if HrK(p™) = ||, Hrk; for
some representatives k; € K(p"), then f(g) = ¢, fo(gk; 'r!) for all g € G. Hence the
result follows from Lemma 2.14. [

3 Matrix coefficients and local integrals

In this section, we study matrix coefficients and various local integrals associated to test
vectors in the simple supercuspidal representations ai defined in (36). Our test vectors will
be (translates of) either the minimal vector f, or the paramodular newvector fif . The
matrix coefficient for the minimal vector is computed in Sect. 3.1, which leads to a formula
for the formal degree of Uf([ in Proposition 3.1. In Sect. 3.3, we compute the local Whittaker
integral for the minimal vector, and in Sect. 3.4, we compute the local Novodvorsky integral
for a certain diagonal translate of the minimal vector. We write down a formula for the matrix
coefficient of the paramodular newvector evaluated on the unipotent radical in Sect. 3.5 and
we use this to compute the local Whittaker integral for the newvector in Sect. 3.6. In Sect. 3.8
we compute the local Bessel integral of Gan—Gross—Prasad type for translates of the minimal
vector.

3.1 Inner product and matrix coefficients

We define an inner product on A (the standard model of 7, = c-Ind%(x)) by

(f1, f2) = vol(Z\H')~ / f(@) @) (60)

Z\G

This is well-defined, since the support of any f € A is contained in a subset of G of the
form HC = ZK'C where C is compact, and independent of the normalization of the Haar
measure dz on Z\G. This gives us a G-invariant Hermitian pairing (v, vs) — (v1,v2) on
each of the representations a;' , Oy -

By definition, the matrix coefficient attached to the pair (f1, f2) is the function

Dy,.12(9) = (mx(9) /1, f2)- (61)

Let ®%.  be the matrix coefficient corresponding to the pair ( fim, fim) where fE is the

minimal vector defined in (49). Then

(I)inn( ) = <O->:i:(g)f$in7 fiin>
— vol(Z\H')~? / [ (20) T () da

Z\G

=vol(Z\H')~! / foin (@g)XF () dae
Z\H'

16
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- VOI Z\H / frzr‘fm

Z\H'

= fim(g)- (62)

Hence the minimal vector is its own matrix coefficient: @im = frfin. It is clear from the
above and G-invariance that

(h fmm7 mm> =1 forall h € G.

For other vectors it is in general much more difficult to obtain explicit formulas for the matrix
coefficient.

3.1 Proposition. Let the Haar measure dx on Z\G be normalized so that the volume of
Z\ZK equals 1. Then the formal degree of each of the representations o} and oy, with

X
(¢*=1)(g*=1)
2

respect to dxr equals . In other words, for any vector v in the space of aff, we

have

(¢' -1 - 1) v. o ()0 2de = (v. )2
y [ e @ P = ol

+ 24
Proof. Since the quantity R = fZ\c|<lv<f’1‘)>(;)U>‘ * does not depend on the vector v, we

evaluate it for the vector v = f%, . The calculation (62) shows that R = vol(Z\H'). Tt
is clear from the definition that vol(Z\H') = 2 vol(Z\H) = 2 [K : H N K|~!. Working
modulo p, we see that [K : HN K] = (¢* —1)(¢* — 1). "

3.2 The Whittaker model and associated local integral

t1 * * *
to * * «
B{ P ]:tl,tg,ueF }
1

uty
be the Borel subgroup of G and U be the unipotent radical of B. Thus we have

1la 1 be
U:{[ 114{ 1fb}:a,b,c,eeF}.
1 1

Our choice of Haar measure dx on F' gives a Haar measure du on U. Fix ¢1,¢o € 0* and
consider the character 1., ., of U defined by

1lax =*
Vey e <[ " ]) = P(c1a + cze).
1

An irreducible, admissible representation 7w of G is called generic if Homy (7, ¢, c,) 7 O.
This definition does not depend on the choice of ¢; or ¢p. Define

Let

W(We,,e,) ={W:G—=C, W(ug) =1, c,(u)W(g) forall g€ G,uecU}.

If 7 is generic, then there exists a (unique) subspace W(m, ¢, ;) € W(%e, ¢,), known as
the Whittaker model for m, such that W(m, ., ¢,) gives a model for 7 under the action of
G given by right translations.

17
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For an irreducible, admissible, unitary representation m of G, we define the quantity
Jo(v1,v9) for any two vectors v; and vg in 7 by

st

Jo(v1,v2) = /@vhw(u) ;}Cz(u)dm (63)
U

st

where the symbol | denotes the stable integral (a form of regularization of a potentially
U

non-convergent integral) in the sense of Lapid-Mao [23, (2.1)]. Note here that if 7 is square-

integrable (e.g., a supercuspidal representation with unitary central character), then the
integral (63) converges absolutely, and so we can replace the stable integral by the usual
integral. We also define the normalized quantity

_ Jo(v,v)

(v,0)

Jo(’l}) :

; (64)

whose definition does not depend on the choice of ().

The pairing (vi,v2) — Jo(vi,v2) gives a Hermitian form on the space of 7 that is
(U, ey ) equivariant in vy and (U,¢.'.,) equivariant in vy. It follows that if the pair-
ing (v1,v2) — Jo(v1,v2) is not identically 0, then 7 must be generic. Conversely, if 7 is
generic, then using [23, Prop 2.3] we see that the pairing (v1,v2) — Jo(v1,v2) descends to
a non-degenerate pairing on a one-dimensional quotient of 7w. Therefore, 7 is generic if and
only if there is a non-zero vector v in the space of m such that Jy(v) # 0.

Furthermore, if 7 is generic and W : V; — C is a non-zero (U, %, c,) equivariant
functional (such a functional is unique up to multiples), then there is a non-zero con-
stant ¢ (which depends on the choice of ( , ) and the choice of the functional) such that
Jo(v1,v2) = ¢W (v1)W (v2) for any two vectors v1, v in the space of . We say that a vector
v in the space of 7 is a test vector for the Whittaker functional if Jo(v) # 0. We will refer to
Jo(v) as the local Whittaker integral for v.

Let 7 be an irreducible, admissible, generic representation of G of trivial central character.
Let x be a character of F* with conductor a(x). For any W in W(m, v, .,) define the
Novodvorsky zeta integral by

.
2w = [ w20 Pt e, (65)

Fx F !
Recall the paramodular group K(p™) defined in (12). Let the conductor of m be ¢*™. It
was shown in [34] that 7 has a vector fixed by K(p™) if and only if n > a(7); moreover, the
space of K(p®(™))-fixed vectors in Vj is one-dimensional. A non-zero vector in the space of 7
is said to be a (paramodular) newvector if it is fixed by K(p®(™). If Wyew € W(T, e, ) 18

a newvector (in the Whittaker model of 7) normalized by Wyew (1) = 1, and x is unramified,
then by [34, Thm. 7.5.4] we know that

Z(Sawnewa)() = L(Svﬂ X X)a (66)

where L(s, 7 x x) denotes the spinor (degree 4) L-factor of m X .

3.3 The local Whittaker integral for the minimal vector

Recall the definition of the local integral Jy from (63). We will show that Jp is non-vanishing
on certain translates of the minimal vector by diagonal matrices.

18
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3.2 Proposition. We have Jo(da,gfiin, d%(;frﬁin) = 0 unless all of the following conditions
are satisfied,

€l+p, vew gt (1+p), dcw ey (1+p).

)

=0
SIS

In case all the conditions above are satisfied, then Jo(da s fE,,,dvsfZ,) = ¢ In particular

Jo(dw—lcl_l,w_lcglfn:%in) = q7’
Proof. By (62),

+ + -
Jo(da g i dvsfimin) = | Pa, 5 a4, sfE (W), e, () du

O (d] Suda )0, (u) du

mn

fiin(d;}SUdaﬁ) (2_1];62 (U) du.

S— :L S—

For a,b,c,e € F, set
1% 1 be
U(a,b,c,e)[ 1a:||: lfb:|'
1

Then
a28 aBa a(btae) (ctab)
~25 72; ~25 525
1 af ae b
d%(;u(a, b, C, e)daﬁ = ~5 ~3 53
o —a
¥ Y

1
We need to find when the above matrix lies in the support H' = ZK' U g, ZK' of fiin.
Note that the top left 2 x 2 block of g;ld,;}su(mb, ¢,e)dqy g is zero, which implies that
d;’};u(a, b, ¢, e)dq g never belongs to g, ZK'. Hence, we see that d;};u(m b, c,e)dqy, 3 belongs
if and only if it belongs to K’, and this happens if and only if

8
'5

to the support of f*

min
C

el+ and ggi—eo
p 7757757725 .

=22

Assuming these conditions, and using (63) and the definition (49) of fX. | we get

To(dasfE dysf ) = / (—1(0‘5“ ac
0( wgfmm’ "/75fm1n) w w ,726 + 75
a€vo,bEydo
cen280, e€do

= vol(ydo)vol(y2d0) / ¢(% (j—fé - clw))w(3 (% - CQW)) da de

) )~ (10 + cae)) dade dbde

a€~yo, e€do

= 18| / bla(w™! — e))le(w — e26)) dade.

aco,eco

The integral is non-zero if and only if

yectw M1 +p), €yt (1 +p).

19
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If these conditions are satisfied, then

Jo(dap frmin: dys o) = | 7| = 7,

as asserted. For the final assertion, observe (63) and (fZ, , fZ. ) = 1 by our choice of Haar

measure on Z\G. "

The above proposition allows us to obtain an explicit description of the Whittaker model
of 0%. For any ¢ € of, define the function Wy on G by

W¢(g> = JO(g . ¢adw—1c;17w—1c;1 Ifin)

= /(ugqb,dw_lcl_17w_1c;1f§in> ;%Cz(u) du

<dw01,w02u9¢a rjn[in> c_llcz(u) du. (67)

Q\Q

3.3 Corollary. The map ¢ — Wy is a non-zero intertwining map from J;(t to W(Uf, Yey en)-
Moreover,

W, 1)=w

+
.8  min .

¢ ifacw eyt (1+p), €@ e (14 p)
F a,ﬁ) = .
0 otherwise.

Proof. A simple change of variables shows that

Wo(ug) = ey e (W)We(g)-

Hence ¢ — Wy is an intertwining map from af to W(J)ﬂf, e, .e5)- To see that this map is
non-zero, note from Proposition 3.2 that

Wit oot o) 70

The formula for W+ (da,p) also follows from Proposition 3.2. L]

3.4 The Novodvorsky zeta integral for the minimal vector

For any W in V\/(U;(t,wclm)7 recall the defining formula (65) for the Novodvorsky zeta
integral.

3.4 Proposition. Let a, 8 € F*. Let x be a character of F* with a(x) € {0,1}. With the
definition (67) of the Whittaker function, we have

(1 _ q—l)—lqs+7/2|6|1/2—sx(6wc2)—1 ifac w_lcfl(l 4 p)7
Z(S’Wdaﬁf:in’X) - {O 1

otherwise.

Proof.  Using (67), we calculate that the integral Z(s, W, ot ,X) 1s equal to

min

v
//Wf,ﬁn([ lll]da,ﬁ)lvs‘gx(v)dazdw
Fx F

20
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a?By
/// S [ asy ]fim,f;m L (bl Ex(y) dudz 4y
1

FX F
o” By .
/// min ( wchwwu[ e D Vertes (W72 x(y) duda d”y
Fx F 1
By
///fim( wey,wea U l gg’;a ]) C1)02( )|'Y‘ 2 (’}/)dudﬂﬁdx’y
FX F 1

=l [ [ [ sk (dwcl,mzu{a% . D
Fx F U !

X 1/101702( )h/‘Si%X(’Y) dudx dX’y’

where in the last step we have made the substitutions = +— 3~ 'z, v — B~'v. We need to
az’Y
find when dge, we,u [ ay ] € H' = ZK'Ug, ZK', the support of f, . Since the (1,1)

ar o

2 2
entry of g;ldwcl,w@u { o ] is equal to 0, the matrices dwe, me,t { oy } are

1
never in g, ZK'. Writing out the matrix explicitly we see that the necessary and sufficient

2
v ..
conditions for dee, we,u(a, b, c, €) { oy } to lie in ZK' are
1

1 .—-1

acw et (1+p), z€p, yEw e -1

(I+p),acpbep™ cep? ecp
Hence, under the assumption that o € w~'¢; (14 p), we get that Z(s, W art ,X) 1s equal
to

B2 x(8) Y(wcFesaary + wereaae)

2

yew rey  (1+p) acp™, bEP™ o

Tep cE€p 3, ecp”
P(—(aci + ec))|y[*~ fx('y) dz d* vydadbdede

e R N e N | [ weaatao
7€w_162_1(1+p) aEp_l, bep_2
TeEP cep™3, ecp!
P(—(acy + eca))dx d™ vy dadbdede
= BI"*x(B) " P x(w e ) / da d* ~ da db dc de
’Y€w7102_1(1+p) aep_l, bep_2
TEP cep~ 3, eep™?

_ (1 _ q_l)_lqs+7/2\ﬁ|1/2_sx(ﬁw'(:2)_1.

This concludes the proof. [
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3.5 Matrix coefficient of the newvector evaluated on the unipotent rad-

ical

Recall from (48) that the newvector fif  is supported on H'dg »K(p®). We define the
Ft+

shifted newvector fif,, = dw o fioy, i-€., for all g € G we have

frzxtew(g) = frzllt:aw(gdw,w)- (68)
It is right-invariant under
o p pPp?
R(p*) = doo.co K(p*)dZ = {g € Giplg) = 1300 | By 20 ¥ (69)
pZ pj p4 0

and supported on H'K(p®). We will attempt to get some information about the matrix
coefficient ®E  attached to the pair (f,,fE,). Let S be the set of representatives from

Lemma 2.14, and let S = Sd_ . The multipliers of the elements of S are units. We have

H'K(p®) = | |,cg H's. Note that if 5,5' € S are distinct, so that H's and H's' are disjoint,
then the images of these sets in Z\G are also disjoint. Hence

CDITew / fniew .’Eg fnew( )

Z\G
=Y [ Rl
s€S Z\H's
=Y [ Fhatwso) F o) ds
s€S Z\H'
= / new(sg)fnew( )dx
seS Z\H'
=D Faew(59) frew(s)
seS
48)
Z new sg
ses
= Z Z fnew Sg
s'eS  seS
sgeH's’
= > XF(sgs'h).
S,S/ES
sgs' “teH'

We see that, for ®E_(g) to be non-zero, there need to be s, s € S such that sgs'~' € H’.

For a given s, there can be at most one s’ satisfying this condition. Looking at multipliers,

we see that
Z x(sgs'™1) if v(1u(g)) is even,

s,s'%g
- sgs'~teH
o (9) = L . (70)
+ Z x(sgs' ") if v(u(g)) is odd.
5,5'65

sgs’flegXH
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These considerations show that

<~r?:ew7fr?:ew> = < new> rzxtew> = éI:i:ew(l) = |S| = (q -

In the following we use the notation d = d  for brevity. We require the values oE
for a unipotent matrix

1)2q2(q 4 1)2.

-1£1L TT1 be
— leb
g = 1 —a (f
L 1 1
with a,b,c,e € F. Looking at Lemma 2.14, we define
[ uv 171 . M1 yw 5] [1 X 1
_ u _
Sl(uvvvxay)_d v z 1 11 -1 d
L 1] L 1 1 1
[ uv 171 L 171 yw 0] 1
— u -
sg(u,v,x,y)—d v zw 1 11 d
L 1] L 1] 1
ruw 1T1 . r yw74 B . w5 )
_ u _
Sg(U,U,SL’,]J)—d v x 1 11 -1 d
L 1_ L 1 1 _w5
[ uv 171 L 171 yww 4] 1 w® 1
_ u _
34(u,v,x,y) - d v rxw 1 1 1 1 d
L 1L 1] 1 4| —=w®

tu,v € (0/p)*, @,y € 0/p*},

tu,v € (0/p)”, € 0fp, y € o/p?},
(0/p)*, x € 0/p?, y € 0/p},

tu,v € (0/p)”, z,y € o/p},

RIS

X

then S = |_|;1:1 S;. One can verify that
scSiand s’ € 5; withi #j = sgs' ™' ¢ H.

Hence, by (70)7 (i)ri\w(g) = Z?:l i)riw,i(g) with

> x(sgs'h.

s,s/ES'i
sgs'_leH

7+
(I)new,i (g) =

Consider the case i = 1. The condition s;(u, v, z,y)gs1(u',v’,2',y')~! € H implies that

acept, beo, cep? eecp, awr+bep.

Conversely, if these conditions are satisfied, then we can set

! !/

u=u, v !

=v, 2’ =z—ew ', Y =(ab+c)w 4y,

and find that

1 U(aww-{-b)w*l —awu
roor o N—1 1
si(u,v,z,9)gs1 (v, 0", 2’ y" )T =

—awu
1  —v(awz+b)w™
1

| eH.

(71)

new (g)

(72)

(83)

(84)

(85)
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It follows that, assuming the first four conditions in (83) are satisfied,

Crowa(9) = D olv(amr +b)w )

u,vE(o/p)”*
z,yco/p?
awzx+beEp

=(¢-1)¢* Y, dlamz+b)wz?), (86)

v€E(o/p)”*
zEO/p2
awx+bEp

where we recall that 1(x) = ¥(xww—1). While it is easy to calculate this further, we will
refrain from doing so, because formula (86) is sufficient for the calculations in the following
section.

Consider the case i = 2. The condition s3(u,v,z,y)gsz2(u/,v',2',y")~1 € H implies that

aco, beo, cep? eco, l+exrco”. (87)

Conversely, if these conditions are satisfied, then we can set

W =u(l+exr)™t, v =v(l+er), '=z(l+ex)t, ¢y =(ab+c)w?+y, (88)

and find that

1 v(a—bz) %
1

so(u,v,2,9)gse (v, v, 2’ y') ! = “Oteny  bu € H. (89)
1 v(bz—a)
1

It follows that, assuming the first four conditions in (87) are satisfied,

(i)rjl:ew,Z(g) = Z o (v(a —bx) + U(L)

1+ex)
u,v€(0/p)*

z€o0/p
yeo/p®
14ex€o0™

2 -1 eu 71)
= v(a — bx)w —_—w ). 90
@ Y w(vla— ) oo (90)

u,v€(0/p)*

z€0/p

1+ex€o™

This can also be calculated further, but we will leave it at this stage and use it as input for
the proof of Proposition 3.5 in the following section.
Consider the case i = 3. The condition s3(u, v, z,y)gss(u’,v',2',y')~! € H implies that

acp™?, bep !, cepP ecp, bawreco, 1-—(ab+c)dyeo*. (91)

Conversely, if these conditions are satisfied, then we can set

' =u(l—(ab+e)@’y), v =v(l—(ab+c)m’y), 2’ =z—ew !, ¢ = = (abz—li— =t
(92)
and find that
* - 13((13;2132% o
s3(u,v,x,y)gss(u', v, 2’ y) "t = X : Vx| € H. (93)
_ (ab+c)w4 * * %

wv(1—(ab+c)w3y)2
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It follows that, assuming the first four conditions in (91) are satisfied,

~ B v tawma)y (ab+ c)w?
Prew,3(9) = (Z/ . wo( 1—(ab+ ¢)w3y tuv(l — (ab+ c)wdy)?
w,ve(o/p

IGU/P2

y€Eo/p
b+awxco

1—(ab4c)w3y€o*

B Z 77[1( v(b+ awz)yw™
N 11— (ab+ )w?
u,v€(o/p)> ( J=y

x€o/p?
ye€o/p
b+awxco
1—(ab+c)w3yco™

= > ¢( —v(b+ awz)yw ! — u(ab + C)wg)- (94)

u,vE(e/p)*
xz€o/p?
y€o/p
b+awxco
1—(ab+c)w3yco™

1

—u(ab + c)w2>

This formula, which could be evaluated further, will serve as input in the proof of Proposi-
tion 3.5 below.
Consider the case i = 4. The condition s4(u, v, z,y)gss(u’,v',2',y')~! € H implies that

acp™l, bep !, cep P eco, l+ercoX, 1—(ab+c)wyco”. (95)
Conversely, if these conditions are satisfied, then we can set

, 1 — (ab+ )@y

=y— =1 1— 3
u=u 1T ez , v =v(l+ex)(1— (ab+ c)w’y),

’ - ’ Y

= = 96
S e Y 1— (ab+ c)wdy’ (96)

and find that

v(a—bz)yw

* - R * *
1—(ab+c)wy
AW AN ANNATS I * * D —55 %
sa(u,v,z,9)gsa(u/, 0" 2’ y" )7 = . i vren(-(ara=ty) | € H
_ (ab+c)w4
wo(1—(abte)w3y)2 * * *
(97)

It follows that, assuming the first four conditions in (95) are satisfied,

- v(a — bx)yw eu

s _ _

sl = UE(EOZW %( T (ab+ )=y T o+ ea)(1 — (ab+ )’y
z,y€o/p
14+ex€o0™

1—(ab+c)w3yco™

B (ab+ c)w?
tuv(l — (ab+ c)w3y)2>

B Z o - v(a —bz)y n euw !
B 1—(ab+c)wdy  v(l+ex)(1l— (ab+ c)wdy)
u,vE(o/p)*
z,y€o/p
14+ex€o0™

1—(ab4c)wyca™
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(ab + c)w?
~ u(1 — (ab + c)w3y)2>' (98)

This formula is difficult to evaluate explicitly, but the current form will serve as sufficient
input in the proof of Proposition 3.5.

3.6 The local Whittaker integral for the newvector

Recall the definition (64) of the local Whittaker integral Jy(v). Using the results of the
previous section, we can evaluate Jo(fL, ) explicitly.

new

3.5 Proposition. We have
To(fiew) = (1 —q %)%
Proof. By change of variables and using (71), we obtain

st

/ (WfE, fE O (u)du,

U
st

1

Jo(fiEw) = )

7

= /<d‘1 Ul o filons Fiba V0o, (A2 Ul o ) du
<fr%zeW7fr?zew> w, T s new’ J new c1,c2 \Vw, s

-

st

7
= /<Ufi FE ot (d2l ude o) du
<fr:1tevv7fr:1tew> J new>’ J new cy,co \Vw, , )
st

5
_ 4q 5+ -1 -1
- (q71)2(q+1)2 /(bnew(u) cl,CQ(dw,Wwa,w)du’
U

From Sect. 3.5, it is clear that Jo(fE,) = %(Jm + Jo2 + Jo3 + Jo.a), where, for
i€ {1,2,3,4},

JO,'L :/(i)ﬁew,i(u) ;}CQ(d;:}Wwa7w) du
U

Let us first compute Jy 1. From (83) and (86), we have

Jo1 = / (-1 Y Y(vlawz+ b)wfz)d’( - M) dadbde de
w
aep~!beo ve(u/p)zX
cep?eep axwefo-i{lfep

3 -2 cia
= -1 v(awx + b)w (f—)dadb
Pa-1 [ Y wletemetpm (-
acp—1,beo vE(0/P)"
xz€o/p?
awxr+beEp

c1a

=q¢*(g—1) / Z zb(vbw*z)w( — g> da db.

acp-1,pcp vE(/P)*
z€o/p?

Integration over the a variable shows that Jy; = 0.
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Next we compute Jy 2. From (87) and (90),

-1

2 —1 1 w eu _ c1a + co€
Jo2=4¢q / Z Y(w™ va)(—w va)w(v(l n em))w( - ) da dbdcde.
a,be€o W, weE(o/p)*
cep2 z€o/p
1+ex€a™
Note that
Z Y(w vfcl))da:/w(wfla(cl —c) da+/ Z Y(w rala — 1)) da
ac€o veE(o/p)x o o VE o/p
v#cy
=14+0=1.
Hence,
-1
4 -1 w “eu Co€
_ _ - db de.
Joz=4q / Z ¥(-= clbx)w(01(1+ex))w( w)
beco wE(a/p)*™
z€o/p
1+ezx€o™
Similar to above,
Z w(—w_lclbx)db:/z/}(O) db—l—/ Z Y(—w teybr) db
beo wE€O/P o beo z€(0/p)*
1+ex€o™ 14+ex€o™
=1+0=1,
so that
Joo = q4/ Z PY(w e(ufcr —c2))de
o u€(o/p)X
= q4(/w(w*1€((6102)/01 - CQ de —|—/ Z ’ll) U/Cl — CQ)) de)
o o u€(o/p)*
u#cyca
=q'(1+0) =
Next we compute Jy 3. From (91) and (94),
B v(b+ awx)y 9 cra + coe
Jo3 = / Z 1p<fou(ab+c)w )1/1<7T) da db dc de.
acp~2 bep~! Uﬂ)E(ﬂ//pZ)X
cep—3 xEo/p
o8 eer yEOU/P
btawzE€o

1—(ab+c)wiycoX

The integral over the variable e produces a factor ¢~ '. With a change of variable ¢ — ¢ — ab,

followed by b — b — awz we get

cia

Jos=q" / Z (—vbyw ™" — ucw )Qﬁ(

acp~?bca W ve(u/g)
cep? xz€o/p
y€o/p
1—cm3y€0><

)<1 db de.

w
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Integration over the a variable shows that Jy 3 = 0.
Finally, we will compute Jg 4. From (95) and (98),

v(a — bx)y euto 1
Joa = —
04 / Z ¢( 1—(ab+ ¢)wdy + v(l+ex)(1— (ab+ c)w3y)
abep? u,v€(o/p)*
e€o,cep™? zy€o/p
1+ex€o™

1—(ab+c)w3yco™

(ab + ¢)w? cra+ cpe
tuv(l — (ab + ¢)w3y)? ¢( - ) da dbdcde.

A change of variable ¢ — ¢ — ab leads to

Joa = / Z ?/J< _ v(a — br)y n euw

1—cw3 v(1 +ex)(1l — cw3
L= v ol en)d -y

3 x,y€o/p
14+ex€0™
1—(:17/31/»50><

-1

a,bep™
eco,cep

cw? c1a + coe
e~ FE20 ) dadbdede.
uv(l cw3y)2>w w advdcde
The integral contains the factor

[ (-5 )= [ o= E)an=o

a€p—t acp—?

so that Jg 4 = 0. Putting all this together, we get the proposition. [

3.7 The Bessel model and associated local integral

Let S = [;}2 béz} with a,b,c € F and d = b — 4ac # 0. Set
Ts = {g € GLa(F) : 'gSg = det(g)S}
_ Hmtﬁjf I_‘;ym} Cay € Fa? — dy? /4 # 0} :
Let L = F(vd) if d ¢ (F*)? and L = F & F otherwise. The map ¢g : Ts — L, given by

Ts 5 [Iery/Q cy } - {x—ky\/E/Q if L is a field, (99)

—ay @—by/2 (x4 yvVd/2,2 —yVd/2) i L=Fa&F,
is a group isomorphism. We embed T in G via
Ts 29 " quor | where g’ =[1]'97 [, ],

Note that if S = A*ASA for some A € F* and A € GLy(F), then Ty = A~'TsA ~ L*. Let
N be the unipotent radical of the Siegel parabolic subgroup given by

1 uz
N—{[ 17{’?}:u,w,z€F}.
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Let Os be the character of N given by
1 u z
os(| 18|y o= vt 121 D) = o k) (100)
1

Let A be any character of L™ such that A|px = 1. We identify A with a character of Ts
using the isomorphism (99); more precisely, we let Ag be the character of Ts given by

As(t) = A((bs(t)), teTs. (101)

Note that if $ = A*ASA for some A € F* and A € GLy(F), then Ag(A7HA) = Ag(t).
For an irreducible, admissible, unitary, tempered representation (m, V) of trivial central
character and vectors vy, ve,v € V, with v # 0, define

st
By g (v1,v2) := / /@Ul’m(tn)[\gl(t)(‘)gl(n) dn dt, (102)
FX\Ts N
B v,V
Bags (v) = Baos(vv). (103)

(v, v)
The representation 7 is said to have a (S, A)-Bessel model if Homr,n (7, CaAgos) # 0, in
which case the space is known to be one-dimensional. It follows from [41, Prop. 5.7] that
m has a (5, A)-Bessel model if and only if there exists v1, v such that Ba g¢(v1,v2) # 0, in
which case the pairing (v1,v2) — Ba,og(v1,v2) descends to a non-degenerate pairing on a
one-dimensional quotient of 7. Therefore, 7 has a (S, A)-Bessel model if and only if there is
a non-zero vector v in the space of = such that By g4 (v) # 0, in which case v is said to be a
(S, A)-test vector for m. We will refer to By g (v) as the local Bessel integral of type (S,A)
for v.

Suppose that S = A*ASA for some A € F* and A € GLy(F). A straightforward calcula-
tion verifies that

Baps (V) = [Adet(A)]? Bpp.(v), where v = 7r([’\A A,])v. (104)

Therefore, in order to compute the local Bessel integral, we may replace S by S (for a suitable
A and A) at the cost of changing the vector v by a translate. Clearly, 7 has a (.5, A)-Bessel
model if and only if it has a (5’ ,A)-Bessel model. In particular, the question of whether 7
has a (S, A)-Bessel model depends only on L and A and not on the particular choice of the
matrix S such that Tg ~ L*.

3.8 The local Bessel integral for the minimal vector

In this section, we are going to compute the function Bj g, defined in (103) on certain
translates of the minimal vector in the case when S = [* | ], where —a € o is a non-square,
so that L = F'(v/—a) is a field extension. For elements o, 8 € F* define
B g-1 +
fr(:lin T da,,ﬂ : fmin‘
Given a character A of L* such that A|px = 1, we want to compute Ba g, (ff:l’i/z
values of a, 8 such that By g, (f%2) # 0.

Define the non-negative integer

) for suitable

mo = mo(A, a) == min{m > 0: Al jmoy=a = 1}. (105)

29



3 MATRIX COEFFICIENTS AND LOCAL INTEGRALS

Suppose that mg > 2. Then, using the fact that A|,x = 1, it is easy to show that the
map y — A(1 + @™ ~lyy/—a) is a non-trivial additive character on o that is trivial on p.
Hence there exists a unit uy = ug(A, 1, a) € 0> such that

A1+ =™ yy/—a) = (@ tugy), yeo (106)

We now state our result.

3.6 Proposition. Assume that the residual characteristic of F' is odd. Let S = [* | ], where
—a € o is a non-square, let L = F(y/—a) and let A be a character of L* such that A|px = 1.
Let the integer mq be defined as in (105) and suppose that mg > 2 and 2mg — 3 > v(a). Let
ug € 0% be as in (106). Then for a € w!~™ouy(1+p) and 3 € w(1 + p), we have

Baos(dy s fmn) = = "0*7,
where the Haar measure on F'*\Tg is normalized so that the image of 1+0+/—a has volume 1.

Proof. By the definitions (102) and (103),

BA 95 mln - / / mm) a /3 nt Ag 1(t)49§1(n) dndt

min

FX\Ts N
| [ fhadasmta a5 065 ) dnds

FX\Ts N

+ e va ! 1
= / / fmin(da,5|: “fﬂ Uy dap)

yeF u,w,zeF ya 1

1A+ yv=a)p Haz +w)|1 + ay?|” 1dydudwdz
We need to check when daﬁntd;’lﬂ €H =ZK'U gXZK’ the support of f_, . Since the

(1,1) entry of g;lda_ﬂntd;% is 0, we see that daﬁntda 5 is never in 9y ZK'. One can check
that do gntd, ; € ZK' if and only if

2mo—3 -1

yep™uep™? zep ,wEP

Hence

B 93 m;g)

/ / Y(w oy + Bw + Bauy)) ™ az + w)A™ (1 + yv—a) dy du dw dz
yepmo—1 yepmo—2
zep2mo—3
wep™!

g2 / / Y(w oy + Bw)) Y Hw)A™ (1 + yv/—a) dy du dw

yepmo—1 yepmo—2
wep™!

go—3mo / / Y(w oy + Bw)) Y (w)A™ (1 4+ yv/—a) dy dw
yepmo—t wep~?

where we used fauy € pand [ ¢ 7(2)dz = vol(pFmo3) = g3 2o,

2€p2mo—3
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The integral over the w variable gives f Y(w(Bw™1-1)) dw = g, because oo™t —1 € p
wep—1
by hypothesis. Finally, the integral in the y variable is now equal to

/ (@ Lay) A (1 + yv/=a) dy

yepmofl
¢ [ w1 =™ ) dy
yeo
— ql—m0.
Putting it all together, we obtain BAﬂS(fr?l’iﬁ) = ¢"~%m0 as required. ]

Let us note that if L/F is an inert quadratic field extension and the residue characteristic
is odd, then the normalization of the Haar measure on F*\Tg given in the proposition above
implies that the volume of 0*\o} is (r(1)/¢r(2) =1+ ¢ "

4 Explicit global period formulas and applications

In this section, we demonstrate how our local results enter into global applications.

4.1 Basic global notations

For a commutative ring R, we let G(R) := GSp,(R). In this section, we will work in the
setup of automorphic forms and representations over G(A), where A denotes the ring of
adeles over Q.

The global L-functions denoted by L(s, ) include the archimedean factors, so that for
an automorphic representation 7 of G(A) we have an Euler factor decomposition L(s, ) =
1, L(s,m,) with v ranging over all the places of Q. For finite set of places S of Q, we use
the notation L(s, ) := [1,¢s L(s,m) for the partial L-function obtained by omitting the
factors corresponding to the places in S.

We let ¢ denote the standard non-trivial additive character of Q\A that is unramified at
all finite places and equals e2™* at R. We define the character 1y of U(Q)\U(A) by

o (| T15]) =vta-a

We let K be the maximal compact subgroup of Sp,(R) that fixes the point i/>. For each
finite prime p, put K, = G(Z,). We fix the measure on A*G(Q)\G(A) to be the Tamagawa
measure (which gives it volume equal to 2). We take the usual Lebesgue measure on R,
which gives us a measure on U(R). We take the Haar measure on U(A) to be the product
measure (recall that we fixed measures on U(Q,) in Sect. 3). We obtain a Haar measure on
U@Q)\U(A) by giving U(Q) the counting measure; it can be checked that U(Q)\U(A) has
volume 1.

Given measurable functions ¢; : A*G(Q)\G(A) — C for i = 1,2, we define the Petersson
inner product

(61,0} = / 61(9)82(9) dg

AXG(Q\G(A)

whenever this integral converges.
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The notation A <, . B or A = Oy, .(B) will mean there exists a positive constant
C depending at most on z,y, z such that |A| < C|B|. We use A =<, , B to mean that
A<y, y Band B <, , A. The symbol ¢ will denote a small positive quantity whose value
may change from line to line.

4.2 An explicit relation between the Whittaker and L? normalizations

Let 7 = ®,m, be an irreducible, unitary, cuspidal automorphic representation of G(A) with
trivial central character. We further assume that 7 is globally generic, i.e., for each non-zero
¢ in the space of 7 the function

Walg) == / B(ug) by () du (107)
U@Q)\U(A)

is non-zero. It is then known that 7 is not CAP and that 7 has a global functorial transfer to
an automorphic representation IT of GL4(A); we say that 7 is of general type if II is cuspidal
and we say that 7 is endoscopic otherwise.

Given ¢ in the space of 7 such that Wy (1) is non-zero, it is of considerable interest to

2
understand the quantity %. This ratio quantifies the difference between the arith-

metic/Whittaker normalization of ¢ (the first Whittaker coefficient being made equal to 1)
and the L? normalization of ¢ (the Petersson norm of ¢ being made equal to 1) which is
crucial for various analytic and arithmetic applications. More generally, if W,(1) = 0, one

can choose some go € G(A) such that Wy(go) # 0 and try to understand %. Lapid

and Mao made the following remarkable conjecture in [23].

4.1 Conjecture. Let m = ®,m, be an irreducible, unitary, cuspidal, generic automorphic
representation of G(A) with trivial central character. Let ¢ = ®,¢, be a factorizable vector
in the space of m. Let go = (gow)v € G(A). Let S be a set of places including the place at
infinity such that for all p ¢ S, m, and ¢, are unramified and gy, € K. Then we have

Walgo)? _ @O 11,
- ( RO ¢v)7
(6,0) L5(1,7, Ad) EIS oL

where Jo(go,v - ¢v) is defined in (64) for v non-archimedean and as in [23, Sect. 2.5] for v = oo,
L%(1,m,Ad) denotes the adjoint (degree 10) L-function of m with the factors in S omitted
and

1 if w is of general type,
CcC =
2 if m is endoscopic.

Recently, Furusawa and Morimoto [11, Theorem 6.3] have proved the above conjecture
assuming that 7 is tempered. They have also proved [11, Corollary 8.1] that = is tempered
whenever 7, is a discrete series representation. In particular, Conjecture 4.1 is now known
for all 7 which have the property that m., is a discrete series representation.

For applications, one often needs a more explicit version of Conjecture 4.1, which requires
us to compute or quantify the quantities Jy(go,»-¢») for v € S. Chen and Ichino [8] proved the
Lapid—Mao conjecture in such an explicit form under the following assumptions: gg = 1, 7 is
of squarefree conductor, and ¢ is the paramodular newvector at finite places and the vector
of minimal weight at infinity. It is noteworthy that they did not compute Jy(¢,) directly,

but instead reduced to the endoscopic case and used the Rallis inner product formula.
[Wo(g0)|”

(6.6) in new

Our next result assumes Conjecture 4.1 and gives an explicit formula for
cases.
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4.2 Theorem. Let Sy, S and S3 be disjoint, finite (possibly empty) sets of non-archimede-
an places of Q. Let S = S; U Sy U S3U{o0}. Let m = ®,m, be an irreducible, unitary,
cuspidal, generic automorphic representation of G(A) with trivial central character and let
¢ = ®, ¢, be a factorizable cusp form in the space of w. We assume that m and ¢ satisfy the
following conditions.

e For each p € 51, 7, is a simple supercuspidal representation and ¢,, is a minimal vector
in the space of m,.

e Foreachp € Sy, m, is a simple supercuspidal representation and ¢, is a local (paramod-
ular) newvector in the space of .

e For each p € S35, a(mp) = 1 and ¢, is a local (paramodular) newvector in the space
of mp.
e The representation ms, is one of the following types:
i) (Large discrete series) Too|Spy(R) = D(x, x,) @ D(—x,,—x,) Where Dy, »,) is the
(limit of) discrete series representation of Sp,(R) with Blattner parameter
(A1, A2) € Z2 such that 1 — Ay < Ay < 0. In this case, ¢ is a lowest weight
vector in the minimal Koo-type of D(_y, _x,)-

. o . Spy (R
ii) (Principal series) T |Sp,(R) = IndBIZ%f)ﬂ)SM(R)U |2 X -|3) for some A\j, Ag € C. In

this case, ¢ is a Ko-fixed vector in the space of To.
e For p ¢ S, the representation m, is unramified, and ¢, is the unique, up to scalars,
spherical vector in .
aiﬂp
Let go = [1,¢s, 90,p such that for each p € S1, go,p = whe with a, € —p~ ' +Zy,
P
1

B, € —p~! + Z,. Assume Conjecture of Lapid. Then

Iqu(go)F:27065(2)05)(4) 7 5¢ (9 P (p(2)° 7
(0, 0) L5(1, 7, Ad) pglp pgf %(2) pgSL(pr,Ad) o0

where c is as in Conjecture 4.1, and

7o - [Weo (1) {2)‘2)‘157r)‘23)‘18(1 + A1 — A\o) if T is in the large discrete series,

L(1, 70, Ad) | 24773 if oo 1s in the principal series,

with the function W (1) defined as in Sect. 1.1 of [8].

Proof. Since we are assuming Conjecture 4.1 we have

Wal9o)l® _ 552 (4)
<¢a ¢> =2 LS(1771-, Ad) Ejo(go,v . (by)

Note that go, = 1 if v ¢ S;. Comparing Conjecture 4.1 and the main results of [8] we see
that

i) For each p such that a(m,) = 1 and ¢, is a local newvector, we have Jo(¢p) = %'

ii) If 7 is a large discrete series or principal series representation with parameters as in
the theorem, and ¢, is a vector in 7, as in the theorem, then Jy(doo) = Joo-

For p € S1 or p € Sa, Jo(go,p - ¢p) was computed in Propositions 3.2 and 3.5 respectively.
Putting everything together, we obtain the desired result. [
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4.3 An application to lower bounds for sup-norms of newforms

The results of the previous subsection allow us to provide a lower bound for sup-norms of
global newforms with respect to the paramodular group. In fact, we show that newforms
take “large values” in the compact set U(Q)\U(A).

More precisely, for each positive integer N, we define the compact subset Fn C U(R) as
follows:

1la 1 =z
SNZ{{ 11_1(1}[ 1{¢”}EU(R):O§@,CE,Z§1,Ogygl/N}.
1

We have the following lemma.

4.3 Lemma. Let N =[], p"* be a positive integer and let u € U(A). Then we can write

U = UQUR Hp<oo u, withug € U(Q), ur € v, up € K(p")NU(Q,), where K (p"») C G(Q,)
is the paramodular subgroup as defined in (12).

Proof.  For elements A,B € U(A), write A ~ B if there exist ug € U(Q) and us €
[« (K(p") NU(Qp)) such that A =ugBus. Let u € U(A) be as in the statement. Then
strong approximation for the unipotent group U implies that u ~ uy for some u; € U(R).
We multiply u1 on the left by a suitable element of U(Z) and on the right by the inverse of
the finite part of the same element to conclude that u; ~ uy where uy € U(R) is equal to

la 1 =z
1 —a 1
1
1

Put k = | 1, € U(Q) and let k¢ (resp. ko) be its image in [] U(Qp). Since

1
ke € [, <00 (K(p"?) NU(Qp)), it follows that u ~ ug := kecuz and we check that ug has the
required properties. (]

} for some 0 < a,,y,z < 1. Finally, let m € Z such that 0 < y+ % < %

2P~ s«

p<oo

The significance of the above proposition is that for any bounded automorphic form ¢
on G(Q)\G(A) that is right invariant by [] K(p™), we have

p<oo

19(9) |9(900)]

sup ———— = Ssup —— s

geU@\U®) (B D)2 goesn (6,0)1/%

4.4 Theorem. Let 1 = ®,m, be an irreducible, unitary, cuspidal, generic automorphic
representation of G(A) with trivial central character and conductor N = []p®(™). Let
@ = ®,¢, In the space of ™ be such that ¢, is a newvector with respect to the paramodular
subgroup K (p®™»)) at each prime p. Assume that at each prime p|N, mp IS either a simple
supercuspidal representation (so that a(m,) = 5), or is a representation satistying a(m,) =1
(so that m, is of type Ila in the notation of [34]). Assume also that Conjecture 4.1 is true
and that m and ¢, are among the types covered by Theorem 4.2. Then

sup lo(g)l — sup |9(90)] S N1/2—e

scU@\U() (&2 guegn (0,012
Proof. Using the definition (107) of Wy(g) we get

> vol(U(@)\U(A))‘lm

SUPgec(a) [4(9)]
(¢, 0)1/2

1/2 1/2

1 1/2 . D )
- 11 11 /2
- (Ls(l,w,Ad)) P AL L(1,m,Ad) Joe”
3

PES2
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where in the last step we have used Theorem 4.2.

We know that 7 lifts to a unitary automorphic representation IT of GL4(A) which is either
cuspidal or an isobaric sum of two cuspidal representations of GLa(A); we have L(s,m, Ad) =
L(s,TI,Sym?). Using the fact that L(s,II, Sym?) has no pole at s = 1, it follows from the
main result of [25] that L%(1, 7, Ad) <. N¢. Clearly, Joo >, 1. The result follows. m

We remind the reader that if 7, is in the discrete series, Conjecture 4.1 is known by
recent work of Furusawa and Morimoto [11, Theorem 6.3 and Corollary 8.1].

4.4 Explicit global Novodvorsky integral

Let m = ®,m, be an irreducible, unitary, cuspidal, globally generic automorphic representa-
tion of G(A) with trivial central character. Let x = ®,X, be a unitary Hecke character of
Q*\A*. Let ¢ be the character of Q\A given in Sect. 4.1. For ¢ = ®,¢, € =, define the
global Novodvorsky integral by

1z T4 Yy i
Zo = | /¢{;1m}[%Jn@wmmswwummw.m&
Q\Ax (@A) !

Let Wy be the global Whittaker function corresponding to ¢ as given in (107). Then, a
standard unfolding process (see Chapter 3 of [7]) gives

200 = [ [wal| "2y it asa,

AX A

Let W, € W(my, (¢y)—-1,-1) correspond to ¢, in the local Whittaker model. Then by unique-
ness of Whittaker functionals we have the basic identity (see [7])

Z(S,¢,X) o Zv(Sa Wv»Xw)
W¢(g) B H Wv(gv) ’

where Z,(s, Wy, Xxo) is defined in (65) and ¢ = (g,) € G(A) is any element such that
Wy (g) # 0. We have the following theorem.

4.5 Theorem. Let 1 = ®,m, be an irreducible, unitary, cuspidal, globally generic auto-
morphic representation of G(A) with trivial central character. Let x = ®,X, be a unitary
Hecke character on Q*\A*. Let ¢ = ®,¢, € m. Let S be a finite (possibly empty) set of
prime numbers. We assume that w, x and ¢ satisfy the following conditions.

e Foreachp e S, a(xp) < 1, mp is a simple supercuspidal representation of G(Q,), and
¢, is the translate of the minimal vector of m, by diag(—p~3,p=2, —p~1, 1).

e We have xo equal to the trivial character, and 7o |Sps(R) = Dy, x,) © D(—x,,—x,)
where D(x, »,) is the (limit of) discrete series representation of Spy(R) with Blattner
parameter (A1, \o) € Z? such that 1 — A\; < Ay < 0. The vector ¢, is a lowest weight
vector in the minimal K.-type of D(_x, _x,)-

e For p ¢ S, the representation m, and the character x, are unramified, and ¢, is the
unique (up to scalar multiples) spherical vector in .

Then we have

Z(s,0,x) _
W) L(s,m X x)

Zoo(8, W) H 1
(

L(8, Too ) Woo (1) s 1—p1)p3’

where Woo(1) and Z (s, Ws) is as given in Proposition 7.1 ii) and Proposition 8 of [29].

35



4 EXPLICIT GLOBAL PERIOD FORMULAS AND APPLICATIONS 36

Proof. By Proposition 3.9 of [39], we know that L(s,m, X xp) =1 for all p € S. The result
now follows from (66), Corollary 3.3 and Proposition 3.4. ]

Using Theorem 4.2, we can write the above theorem in an equivalent form with the factor
Wy (1) replaced by the Petersson norm, which is more suited for analytic applications. We
give a simplified version of this result in the next corollary.

4.6 Corollary. Let w, ¢, x and S be as in Theorem 4.5. Then

25,0001 _ v (4
(¢, 0)'/2 = Ceols) L(1, 7, Ad)

|L(s,m x X)| 12 [ G(12L(L, 7y, Ad)
Hp¢ G@GH) )

pES

where C(s) depends only on 7y, and s.

4.5 Explicit Gan-Gross-Prasad conjecture for (SO(5),50(2))

In this section, we will write down an explicit version of the Gan—Gross—Prasad conjecture
for (SO(5),S0(2)) (which is now a theorem due to Furusawa and Morimoto) in new cases.
Let L be an imaginary quadratic extension of Q with discriminant —D, and let S be defined
by
[1D/4] itD=0 (mod4),
S =

1 1/2 e
{1/2 (1+D)/4} if D=-1 (mod 4).

Let Ts := {g € GLy : 'gSg = det(g)S}. We see that Ts(Q) ~ L*. Let A be a character of
L*\A7T that is trivial on A*, and consider it as a character on Ts(A). Embed Ts in G by

Ts 59 [ gy | where g =117 [, 1],

Let N be the unipotent radical of the Siegel parabolic subgroup of G, and let g be the
character of N(A) given by

Os([* 1) = o(tr(SX 1 1))

Here, 1 is the character of Q\A given in Sect. 4.1. Now, let 7 be an irreducible cuspidal
automorphic representation of GSp,(A) with trivial central character. For any ¢ € V., define
the global Bessel period by

B(é, A) = / / S(tn) A (1)05" (n) dn dt (109)

AXTs(@\Ts(A) N(Q)\N(A)

where we use the Tamagawa measure. For each place v, fix a G(Q,)-invariant Hermitian
inner product (,), on m,. For ¢, € V. , define

L(1, 0y A L(L, Xa) S\ ron) Sviay) TS AT (1,)05 (n,) dny dt,

Joldu) = Co. (e, AL(1/2,m, & AZ(A))

(110)
Strictly speaking, the integral above may not converge absolutely, in which case one defines
it via regularization (see [27, p. 6]). It can be shown that J,(¢,) = 1 for almost all places.
We now state the refined conjecture as phrased by Liu [27].
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4.7 Conjecture. (Yifeng Liu) Let w, A be as above. Suppose that for almost all places
v of Q the local representation T, is generic. Let ¢ = ®,¢, be an automorphic form in the
space of w. Then

|B(&, M) _ Cr Go(2)¢o(4H)L(1/2, 7 x AZ(A HJ (60), (111)

<¢7¢> S‘n’ (1 WaAd) (LX D

where (g(s) = m7%/?T'(s/2)¢(s) denotes the completed Riemann zeta function, Cr is a con-
stant relating our choice of local and global Haar measures, and S, denotes a certain integral
power of 2, related to the Arthur parameter of w. In particular,

g _ 4 if  is endoscopic,
|2 ifr is of general type.

Recently Furusawa and Morimoto proved Conjecture 4.7 for tempered ; see [10], [11].

For several applications it is important to have an explicit formula for the right hand side
of (2), which amounts to computing the local integrals J,(¢,) for appropriate choices of ¢,.
In [9], we computed J,(¢,) if v is non-archimedean and 7, has a non-zero P;-fixed vector
&y, and if v = 0o and 7 is a holomorphic discrete series representation with minimal scalar
K type. Here, the congruence subgroup P; is given by

Pri={g=[AB1€C(Z,):C=0 (modp)}. (112)

In [11], the authors extend the explicit computations to include general holomorphic discrete
series representations 7., with not necessarily minimal scalar K, type. Below, we use the
local computation from Sect. 3.8 to obtain the explicit formula when we allow m, to be a
simple supercuspidal representation.

4.8 Theorem. Let L be an imaginary quadratic extension of Q with discriminant —D, and
let A be a character of L*\AY that is trivial on A*. Furthermore, assume that A is trivial.
Let m = ®,m, be an irreducible, unitary, cuspidal, non-CAP automorphic representation of
G(A) with trivial central character and let ¢ = ®,¢, be a factorizable cusp form in the space
of w. Let S be a finite (possibly empty) set of odd prime numbers.

We assume that m and ¢ satisfy the following conditions.

e For each p € S, L, is an inert field extension of Q,, m, is a simple supercuspidal
representation of G(Q,) and A, satisfies the property that m, := min{m > 0 :
Apliipmz,(v=p) = 1} = 2. Moreover, let u, be defined by (106), a,, = p'~"ruy,

. _ . A _
Bp=p, Ay =[,']if4|D, A, = | 11/2 ]'if pt D and set g, = [ ? A;} da:ﬂp. Then
¢y is the translate of the minimal vector ¢min in the space of m, by the matrix gp.

e The representation 7o, has scalar minimal K, type (k, k) with k > 2. The vector ¢
spans this one-dimensional K, type. If k = 2, then 7 is tempered.

e Forp ¢ S, a finite prime, the representation m, is unramified, and ¢,, is the unique, up
to scalars, spherical vector in .

Then

=€

|B(g, A)? —4rTr(S) Hk—2 zk—cC@(Q)C (4)L5(1/2, 7 x AZ(A
6. 9) b L5(1,m, A L(L, x_p)? 2L

peES
where ¢ = 1 if 7 is endoscopic, and ¢ = 0 if 7 is of general type. For p € S, we have

(1-pHa-p™ —4my+7

J =
P 1+p_1 p
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Proof. For the case that 7 is tempered, the conjectural formula (2) is proven in Theorem 1.2
of [11]. For k > 3, it is known that a non-CAP 7 is tempered by Proposition 8.1 of [11]. The
value of J has been computed in [9, Sec. 3.5] and in particular we have

22k+1Dk—26—47rTr(S)
L(la X—D)

The values of J, for p € S follow from Proposition 3.6, the comment about the volume of
0*\o; after that proposition, and (110). Now the theorem follows by substituting these
quantities into (2). "

Crle =
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