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Abstract. We establish a theory of scalar Fourier coefficients for a class of non-holomorphic,
automorphic forms on the unitary group U(2, n). By studying the theta lifts from holomorphic
modular forms on U(1, 1), we apply this theory to obtain examples of non-holomorphic cusp forms
on U(2, n) whose Fourier coefficients are algebraic numbers.
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1. Introduction

The Fourier coefficients of modular forms have served as a central object of study in number
theory since the 19th century. Jacobi studied the Fourier coefficients of theta series in connection to
the theory of quadratic forms [Jac69]. Later, Siegel developed the Fourier expansion of holomorphic
modular forms associated to the group of 2n-by-2n real symplectic matrices Sp(n). More recently,
a certain class of quaternionic1 modular forms on the split real Lie group G2 has been shown to
have Fourier coefficients of arithmetic interest, see for example [GGS02; LP24; Pol23].

Let n ∈ Z≥1. The overarching goal of this paper is to study an analogous theory of Fourier
coefficients for a class of modular forms on the real unitary group U(2, n). These quaternionic
modular forms on U(2, n) may be defined using the Schmid differentials D±

ℓ associated to certain
(continued) discrete series representations of U(2, n); for precise definitions of these operators, see
Section 3.1. Throughout this introduction we present our results using semi-classical notation, so
that a weight ℓ ∈ Z≥1 modular form φ is, in particular, a function on U(2, n) such that D±

ℓ φ = 0.
Our first main theorem (Theorem 1.1) is a multiplicity-at-most-one result for the generalized

Whittaker spaces of certain quaternionic discrete series representation of U(2, n). In addition to
giving a bound on the dimension of these generalized Whittaker space, Theorem 1.1 gives explicit
formulas for the generalized Whittaker functions associated to the representation of U(2, n) of min-
imal K-type Vℓ = SymℓV. Here V is a particular representation of a maximal compact subgroup
K∞ of U(2, n). The results allows us to associate a set of scalar Fourier coefficients {aφ(T )}T≥0

to a quaternionic modular form φ on U(2, n). These coefficients aφ(T ) are indexed by vectors T in
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the homogeneous cone of a rational hermitian space V0 of signature (1, n− 1).
In our second main theorem (Theorem 1.4), we construct quaternionic cusps forms φ whose

Fourier coefficients aφ(T ) are algebraic numbers and not all equal to zero. The construction pro-
ceeds by theta lifting holomorphic cusp forms on U(1, 1) using a specific choice of archimedean
test data. As a byproduct of our analysis, we obtain formulas for the quaternionic cusp forms on
U(2, n) which are obtained by considering theta lifts of holomorphic Poincaré series from U(1, 1).

We now set up the notation necessary to state Theorem 1.1. Suppose V is a non-degenerate
Hermitian space over C of signature (2, n). Let P =MN denote the parabolic subgroup of U(2, n)
stabilizing a fixed isotropic line U ⊆ V . The Levi factor M ≤ P is identified as M = U(V0) × C×

where V0 is a fixed n-dimensional subspace of V which has signature (1, n − 1) and is orthogonal
to U . The unipotent radical N is non-abelian with a one-dimensional center Z = [N,N ]. We have

an identification V0
∼−→ Nab (see §2.3) which we denote w 7→ exp(w). The maximal compact K∞

stabilizes an orthogonal decomposition V = V +
2 ⊕V −

n where V +
2 (resp. V −

n ) is a definite subspace of
dimension 2 (resp. n). Fix a unit vector u2 ∈ V0∩V +

2 and let u1 ∈ V +
2 be a second unit vector satis-

fying ⟨u1, u2⟩ = 0. Then {uℓ−v1 uℓ+v2 : v = −ℓ, . . . , ℓ} defines a basis for Vℓ = (Sym2ℓV +
2 ⊗det−ℓU(2))⊠1.

Here 1 denotes the trivial representation of U(V −
n ). Set βT : M → C by βT (h, z) =

4π√
2
⟨u2, zT · h⟩

where h ∈ U(V0) and z ∈ C× so that (h, z) ∈M = U(V0)× C×.

Theorem 1.1 (Theorem 3.4). Fix T ∈ V0 non-zero. Write Cmd
N,T (U(2, n),Vℓ)

Dℓ=0
K∞

to denote the

space of smooth functions WT : U(2, n) → Vℓ satisfying:
(i) WT is of moderate growth.
(ii) If k ∈ K∞ and g ∈ U(2, n), then WT (gk) = WT (g) · k.
(iii) The functions D+

ℓ Wχ and D−
ℓ Wχ vanish identically on U(2, n).

(iv) If w ∈ V0, u ∈ Z, and g ∈ U(2, n) then WT (exp(w)ug) = e−2πiIm(⟨T,w⟩)WT (g).
We have

dim C

(
Cmd
N,T (U(2, n),Vℓ)

Dℓ=0
K∞

)
=

{
1, if ⟨T, T ⟩ ≥ 0,

0, if ⟨T, T ⟩ < 0.
(1.1)

If ⟨T, T ⟩ ≥ 0, then there exists a unique function WT ∈ Cmd
N,T (U(2, n),Vℓ)

Dℓ=0
K∞

satisfying

WT (h, z) :=
∑

−ℓ≤v≤ℓ
|z|2ℓ+2

(
|βT (h, z)|
βT (h, z)

)v
Kv (|βT (h, z)|)

uℓ−v1 uℓ+v2

(ℓ− v)!(ℓ+ v)!

for all (h, z) ∈M = U(V0)× C×. Here Kv is the Bessel function Kv(x) =
1
2

∫∞
0 tv−1e−x(t+t

−1)dt.

As a corollary to Theorem 1.1 we obtain a refined Fourier expansion for modular forms on U(2, n).

Corollary 1.2 (Corollary 3.6). Suppose φ is a modular form on U(2, n) satisfying D±
ℓ φ ≡ 0 and

let φN (resp. φZ) denote the constant term of φ along N (resp. Z). Then there exists a set of
Fourier coefficients {aφ(T ) ∈ C}T∈V0 such that if g ∈ U(2, n) then

φZ(g) = φN (g) +
∑

T∈V0−{0} : ⟨T,T ⟩≥0

aφ(T )WT (g). (1.2)

Moreover, φ is cuspidal if and only if (1.2) takes the form

φZ(g) =
∑

T∈V0 : ⟨T,T ⟩>0

aφ(T )WT (g). (1.3)

Our proof of Theorem 1.1 is adapted from [Pol20, Theorem 1.2.1] where the analogous multiplicity-
at-most-one statement is obtain for modular forms on the quaternionic linear groups in Dynkin types
G2, F4, E6, E7, E8, Bm, and Dm+1 for m ≥ 3. It relies on an analysis of the equations D±

ℓ φ ≡ 0
which is essentially carried out for the group SU(2, 1) in [KO95, Theorem 4.5]. An analysis of the
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system D±
ℓ φ ≡ 0 in the case of SU(2, 2) is made in [Yam91, §5 and §6]. Theorem 1.1 is closely

related to a statement in representation theory. Suppose ℓ ≥ n or 1 ≤ ⌊n−1
2 ⌋ ≤ n < ℓ, and let Πℓ

denote the U(2, n)-representations with minimal K-type Vℓ constructed in [GW96]. The functions
WT may occur as (generalized) Whittaker functions associated to Πℓ. When Πℓ is discrete series
and either ⟨T, T ⟩ > 0 or ⟨T, T ⟩ < 0, the formula (1.1) partially implies the type A cases of a
multiplicity-one result due to Wallach [Wal03, Theorem 16]. The reader is advised that, in the
case of type A, the class of admissible characters defined in (loc. cite, §7) coincides with the set of

characters χT : N → N , χT (exp(w)) = e−2πiIm(⟨T,w⟩) where T ∈ V0 satisfies ⟨T, T ⟩ > 0. Theorem
1.1 extends Wallach’s result to give a multiplicity-at-most-one statement in the cases when Πℓ is
continued discrete series or when T is non-zero and isotropic.

We now transition to discussing Theorem 1.3 which gives examples of quaternionic modular forms
on U(2, n). Suppose W is a complex skew hermitian space of signature (1, 1) and let U(1, 1) denote
the isometry group of W . We take an isotropic basis {w+, w−} of W such that ⟨w+, w−⟩W = 1
where ⟨ , ⟩W denotes the skew-hermitian form onW . Writing elements of U(1, 1) as matrices relative
to the basis {w+, w−} gives an identification U(1, 1) = {zg : z ∈ C1, g ∈ SL2(R)}. Hence U(1, 1)
acts on the upper half plane H1,1 = {z ∈ C : Im(z) > 0} by fractional linear transformations.
Given an cuspidal automorphic function ξ on U(1, 1), the theory of the Weil representation can be
used to define certain theta liftings θψ,χ(ξ, ϕ) of ξ to the space of automorphic forms on U(2, n).
In more detail, the Cartesian product U(1, 1) × U(2, n) supports a special family of automorphic
forms {θψ,χ(ϕ)} known as theta series. These theta series are indexed by triples (ψ, ϕ, χ) consisting
of Hecke character χ, a finite adelic Schwartz function ϕ, and an additive character ψ. We refer the
reader to subsection 4.1 for details. The lifting θψ,χ(ξ, ϕ) is defined as the Petersson inner product
of ξ and θψ,χ(ϕ). Theorem 1.3 describes the modular forms on U(2, n) which arise as theta lifts
from U(1, 1).

Theorem 1.3 (Theorem 5.4). Suppose Γ ≤ U(1, 1) is an arithmetic subgroup such that Γ\H1,1 is
non-compact. Suppose ℓ ≥ n and let ξf : Γ\U(1, 1) → C be the automorphic function associated
to a holomorphic weight 2ℓ + 2 − n modular form f(τ) =

∑
t∈Q>0

bf (t)e
2πiτt on H1,1. Assume

ξf (zg) = zn+2ξf (g) for all g ∈ SL2(R) and z ∈ C1.
(a) There exists a triple (ψ0, ϕ0, χ0) such that the theta lift θ(ξf , ϕ0) := θψ0,χ0(ξf , ϕ0) is a non-zero

weight ℓ cuspidal quaternionic modular form on U(2, n).
(b) The constant term θ(ξf , ϕ0)Z is non-zero and has Fourier expansion

θ(ξf , ϕ0)Z(g) =
∑

T∈V0 : ⟨T,T ⟩>0

aθ(ξf ,ϕ0)(T )WT (g)

where each aθ(ξf ,ϕ0)
(T ) is a finite linear combination of the Fourier coefficients bf (t).

Statement (a) of Theorem 1.3 can be deduced from the literature. For example, a duality
theorem of R. Howe [How89] together with the explicit determination of the local archimedean
theta correspondence given in [Li90] implies the existence of (ψ0, ϕ0, χ0) such that θ(ξf , ϕ0) is a
quaternionic modular form. For n ≥ 2, the non-vanishing of θ(ξf , ϕ0) follows by an application
of the tower property for unitary dual pairs (see for example [Wu13]), and the cuspidality can
be deduced from [Wal84, Theorem 4.3]. In this paper we give a more explicit function theoretic
approach to Theorem 1.3. For example, in Theorem 6.1 we show that θ(ξf , ϕ0) is a quaternionic

modular form on U(2, n) by explicitly verifying that D±
ℓ θ(P (·, µ−t), ϕ0) ≡ 0 as P (·, µ−t) ranges over

the space of weight 2ℓ+2−n holomorphic Poincaré series. As a byproduct of this analysis, we obtain
an explicit family of functions {Bℓ,T : U(2, n) → Vℓ : T ∈ V, ⟨T, T ⟩ > 0} satisfying D±

ℓ Bℓ,T ≡ 0.
The functions Bℓ,T furnish us with an integral representations for the functions WT of Theorem
1.1 (see (6.6)). Our final theorem uses this integral representation of WT , to show that the theta
lifting from U(1, 1) to U(2, n) preserves algebraicity of Fourier coefficients in the following sense.
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Theorem 1.4 (Theorem 6.7). Let notation be as in Theorem 1.3. Assume L/Q is an algebraic
extension such that bf (t) ∈ L for all t ∈ Q>0. Let L(µ∞)/L denote the extension obtained by
adjoining all roots of unity to L. If T ∈ V0 satisfies ⟨T, T ⟩ > 0 then aθ(ξf ,ϕ0)(T ) ∈ L(µ∞).

We end the introduction by giving a brief outline of the structure of our paper. In §2 we define
a Q-rational form of U(2, n), which is denoted G, and review several pieces of structure theory
pertaining to G. The explicit forms of the Schmid differential operators are given in §3, as is
the proof of Theorem 1.1. After recalling some generalities regarding the theory of the theta
correspondence in §4, we dedicate §5 to studying the quaternionic modular forms on G obtained
as theta lifts from U(1, 1). In particular, §5 contains a conditional proof of Theorem 1.3. In §6 we
complete the proof of Theorem 1.3 and establish the algebraicity statement Theorem 1.4.
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2. Preliminaries on the Group G

2.1. Hermitian Spaces. Fix an imaginary quadratic extension E/Q. We regard E as a subfield
of C via a fixed embedding E ↪→ C. Write AE to denote the adele ring of E. The adele ring of Q is
denoted by A = AQ. Let x 7→ x be the non-trivial element of Gal(E/Q) and write trE/Q(x) = x+x
for the trace map from E to Q. Let ψQ = ψ =

∏
v≤∞ ψv denote the standard additive character of

Q\A. So for p <∞ , ψp is the additive character of Qp of conductor Zp and ψ∞(x) = e2πix. Define
ψE : E\AE → C by ψE(x) = ψQ(

1
2trE/Q(x)).

Fix n ∈ Z≥1, and let V be a non-degenerate hermitian space over E of signature (2, n). Write
⟨·, ·⟩ for the hermitian form on V with the convention that ⟨·, ·⟩ is conjugate linear in the second
variable. The Hasse principle implies that V contains an isotropic line U. Let U∨ ⊆ V denote a
second isotropic line such that ⟨U,U∨⟩ ≠ {0}. Fix b1 ∈ U and b2 ∈ U∨ satisfying ⟨b1, b2⟩ = 1 and
consider the elements in V := V ⊗Q R given by u1 = 1√

2
(b1 + b2) and vn = 1√

2
(b1 − b2). Define

V0 = (U⊕U∨)⊥ so that V0 is a hermitian space of signature (1, n− 1) and

V = U⊕V0 ⊕U∨ (2.1)

We extend {u1, vn} to a basis {u1, u2, v1, . . . , vn} of V satisfying:
(i) If i, j ∈ {1, 2} then ⟨ui, uj⟩ = δij .
(ii) If i, j ∈ {1, . . . , n} then ⟨vi, vj⟩ = −δij and ⟨u2, vi⟩ = 0.
(iii) The subspace V0 = V0 ⊗Q R is spanned by {u2, v1, . . . , vn−1}.
Finally, let V +

2 = C-span{u1, u2} and V −
n = C-span{v1, . . . , vn} so that

V = V +
2 ⊕ V −

n (2.2)

is a decomposition of V into definite subspaces.

2.2. The Groups G and P. Write G := U(V) to denote the unitary group attached to V with
the convention that G acts on the right of V. More precisely, G is the algebraic group over Q
whose points on a test Q-algebra R satisfy

G(R) = {g ∈ GL(V ⊗Q R) : if v, w ∈ V ⊗Q R then ⟨v · g, w · g⟩ = ⟨v, w⟩}.
4



The Heisenberg parabolic P ≤ G is defined as the stabilizer in G of U. A Levi factor M ≤ P
may be defined as the stabilizer of U∨ in P. Through its action on the decomposition (2.1), M is
identified as

M = U(V0)× ResE/QGm.

Given a Q-algebra R we write elements in M(R) as pairs (h, z) with h ∈ U(V0)(R) and z ∈
(R ⊗Q E)×. We normalize the coordinate z so that the element (h, z) ∈ M(Q) acts on a vector
(u, v, u∨) ∈ U⊕V0 ⊕U∨ via the formula

(u, v, u∨) · (h, z) = (z−1u, v · h, zu∨).

2.3. The Lie algebras g0 and n0. We write V to denote the vector space obtained from V by
twisting the complex structure via the conjugation involution, i.e., V is the C-vector space spanned
by the set {v : v ∈ V } subject to the relations v + w = v + w for all v, w ∈ V and α · v = α · v for
all α ∈ C and v ∈ V . Then V is identified with the C-linear dual V ∨ of V via the map v 7→ ⟨·, v⟩.
Write † : V ⊗C V → V ⊗C V for the C-semilinear involution induced by (v ⊗ w)† = w ⊗ v. Using
the identification End(V ) ≃ V ⊗C V

∨ ≃ V ⊗C V , g0 := Lie(G) can be realized as

g0 = (V ⊗C V )†=−1. (2.3)

Thus g0 = R-span{v⊗w−w⊗ v : v, w ∈ V }. The primary benefit to this presentation of g0 is that
the right adjoint action of G on g0 is given by the simple formula

(v ⊗ w − w ⊗ v) · g = vg ⊗ wg − wg ⊗ vg.

Let N ⊴ P denote the unipotent radical of P and set N = N(R). The commutator subgroup
of N is equal to the center Z of N . Thus characters of N are in bijection with characters of
Nab = N/Z. In terms of the identification (2.3), Z = {exp(tib1 ⊗ b1) : t ∈ R}. Let nab0 = Lie(Nab)
so that

nab0 = R-span{v ⊗ b1 − b1 ⊗ v : v ∈ V0}. (2.4)

The presentation (2.4) allows us to parameterize the set of unitary characters of N using the vector
space V0 := V0 ⊗Q R as follows. Given T ∈ V0, let χT,∞ be the unique character of N such that if
w ∈ V0 then

χT,∞(exp(w ⊗ b1 − b1 ⊗ w)) = e−2πiIm(⟨T,w⟩). (2.5)

Since (v, w) 7→ −Im(⟨v, w⟩) defines a non-degenerate symplectic form on V0, we obtain an identifi-
cation

V0
∼−→ Hom(N,C1), T 7→ χT,∞. (2.6)

If T ∈ V0 we let w ∈ V0(A) and define χT : N(Q)\N(A) → C1 via the formula χT (exp(w ⊗ b1 −
b1 ⊗ w)) = ψ(−Im(⟨T,w⟩)). The adelic analogue of (2.6) is given by

V0
∼−→ Hom(N(Q)\N(A),C1), T 7→ χT . (2.7)

Note that if m = (h, z) ∈ M(Q) and T ∈ V0, then

χT (m exp(w ⊗ b1 − b1 ⊗ w)m−1) = χzT ·h(exp(w ⊗ b1 − b1 ⊗ w)). (2.8)

2.4. The Cartan Decomposition in g0. Define a maximal compact subgroup K∞ = U(V +
2 ) ×

U(V −
n ) as the stabilizer in G of the decomposition (2.2). Let ι ∈ K∞ be the element which acts as

the identity on V +
2 and acts as −1 on V −

n . The Cartan involution associated to K∞ is given by

θ := Ad(ι). Therefore k0 := Lie(K∞) is the +1 eigenspace of θ and p0 := gθ=−1
0 is a K∞-stable

subspace of g0. We wish to identify p := p0 ⊗R C as a K∞-representation. As p0 is itself a R-
subspace of the C-vector space V ⊗C V , we write

√
−1 to denote the imaginary unit in the copy of

C appearing in the tensor p0 ⊗R C. Given j ∈ {1, 2} and k ∈ {1, . . . , n}, let

[uj ⊗ vk]
± = (uj ⊗ vk − vk ⊗ uj)⊗

(
1

2

)
+ i(uj ⊗ vk + vk ⊗ uj)⊗

(
∓
√
−1

2

)
. (2.9)
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Define

p± = C-span{[uj ⊗ vk]
± : j = 1, 2 and k = 1, . . . , n}.

Then as a K∞-module,

p = p+ ⊕ p−. (2.10)

Moreover, we have K∞-module identifications

p+ ≃ V +
2 ⊗ V −

n and p− ≃ V +
2 ⊗ V −

n (2.11)

satisfying [uj ⊗ vk]
+ 7→ uj ⊗ vk and [uj ⊗ vk]

− 7→ uj ⊗ vk respectively.

3. The Fourier Expansion of Quaternionic Modular Forms on G

Recall that G is the unitary group associated to a hermitian space over E of signature (2, n) and
P = MN is the Heisenberg parabolic in G defined as the stabilizer of the isotropic line U = Eb1.
Fix a right invariant measure dn on N(Q)\N(A).

3.1. Quaternionic Modular Forms on G. Recall that V = V ⊗Q R, G = G(R), and K∞ =
U(V +

2 ) × U(V −
n ) is a maximal compact subgroup of G defined as the stabilizer of the orthogonal

decomposition V = V +
2 ⊕ V −

n (see (2.2)). Given ℓ ∈ Z≥1, consider the K∞-representation

Vℓ :=
(
Sym2ℓV +

2 ⊗ det−ℓ
U(V +

2 )

)
⊠ 1.

Here 1 denotes the trivial representation of U(V −
n ). When ℓ ≥ n, Gross and Wallach [GW96]

construct an irreducible unitary representation Πℓ of G such that Πℓ is discrete series and contains
Vℓ as its minimal K-type with multiplicity 1. Similarly, if 1 ≤ ⌊n−1

2 ⌋ ≤ ℓ < n then Gross and
Wallach (loc. cite) construct an irreducible unitary representation Πℓ which is no longer discrete
series, but contains Vℓ as its minimal K-type with multiplicity 1. In §3 of this paper, ℓ will denote
an integer satisfying either ℓ ≥ n or 1 ≤ ⌊n−1

2 ⌋ ≤ ℓ < n.
The Schmid operators studied in this paper fall into a broad family of differential operators

defined in [Sch89]. For the special case of the Schmid operators D+
ℓ and D−

ℓ associated to the
representation Πℓ, the definition proceeds as follows. In the notation of (2.10) fix a basis {X+

γ }
of p+. The Killing form on g induces a duality isomorphism p− ≃ (p+)∨. Let {X−

γ } denote the

basis of p− dual to {X+
γ }. Given X ∈ g0 and φ ∈ C∞(G,Vℓ), the right regular action of X on φ is

defined by Xφ(g) = d
dt(φ(g exp(tX))|t=0. This action extends linearly to g.

Define operators D̃+
ℓ and D̃−

ℓ via

D̃±
ℓ : C∞(G,Vℓ) → C∞(G,Vℓ ⊗C p∓), φ 7→ D̃±

ℓ φ :=
∑
γ

X±
γ φ⊗X∓

γ .

For v ∈ {−ℓ, . . . , ℓ}, let

[uℓ−v1 ] =
uℓ−v1

(ℓ− v)!
and [uℓ+v2 ] =

uℓ+v2

(ℓ+ v)!
(3.1)

so that B = {[uℓ−v1 ][uℓ+v2 ] : v = −ℓ, . . . , 0, . . . , ℓ} is a basis of Vℓ. In terms of the basis B, a U(V +
2 )-

equivariant contraction Sym2ℓV +
2 × V +

2 → Sym2ℓ−1V +
2 is given by

[uℓ−v1 ][uℓ+v2 ]⊗ u1 7→ [uℓ−v−1
1 ][uℓ+v2 ] and [uℓ−v1 ][uℓ+v2 ]⊗ u2 7→ [uℓ−v1 ][uℓ+v−1

2 ].

We have another contraction Sym2ℓV +
2 × V +

2 → det−1

U(V +
2 )

⊗Sym2ℓ−1V +
2 defined by

[uℓ−v1 ][uℓ+v2 ]⊗ u1 7→ −[uℓ−v1 ][uℓ+v−1
2 ] and [uℓ−v1 ][uℓ+v2 ]⊗ u2 7→ [uℓ−v−1

1 ][uℓ+v2 ].
6



These contractions yield K∞-equivariant projections π+ : Vℓ ⊗ p− = (Sym2ℓV +
2 ⊗ det−ℓ

U(V +
2 )

⊗ V +
2 )⊠ V −

n → (Sym2ℓ−1V +
2 ⊗ det−ℓ

U(V +
2 )

)⊠ V −
n ,

π− : Vℓ ⊗ p+ = (Sym2ℓV +
2 ⊗ det−ℓ

U(V +
2 )

⊗ V +
2 )⊠ V −

n → (Sym2ℓ−1V +
2 ⊗ det

−(ℓ+1)

U(V +
2 )

)⊠ V −
n

The Schmid operators D+
ℓ and D−

ℓ are defined asD+
ℓ : C∞(G,Vℓ) → C∞(G, (Sym2ℓ−1V +

2 ⊗ det−ℓ
U(V +

2 )
)⊠ V −

n ), φ 7→ π+ ◦ D̃+
ℓ φ,

D−
ℓ : C∞(G,Vℓ) → C∞(G, (Sym2ℓ−1V +

2 ⊗ det
−(ℓ+1)

U(V +
2 )

)⊠ V −
n ), φ 7→ π− ◦ D̃−

ℓ φ.
(3.2)

With the operators D±
ℓ in hand, we may define quaternionic modular forms on G.

Definition 3.1. A weight ℓ quaternionic modular form on G is a smooth function F : G(A) → Vℓ
of moderate growth such that:
(i) If γ ∈ G(Q) and g ∈ G(A) then F (γg) = F (g).
(ii) If k ∈ K∞ and g ∈ G(A) then F (gk) = F (g) · k.
(iii) The functions D+

ℓ F |G and D−
ℓ F |G vanish identically on G.

3.2. Generalized Whittaker Coefficients. We now introduce the class of generalized Whittaker
functions which feature in our study of the Fourier expansion of quaternionic modular forms on G.

Definition 3.2. Let N = N(R) and fix T ∈ V0. Write

Cmd
N,T (G,Vℓ)

Dℓ=0
K∞

to denote the space of smooth moderate growth functions Wχ : G→ Vℓ satisfying:
(a) If k ∈ K∞ and g ∈ G then Wχ(gk) = Wχ(g) · k.
(b) If n ∈ N and g ∈ G then Wχ(ng) = χT,∞(n)Wχ(g).

(c) The functions D+
ℓ Wχ and D−

ℓ Wχ vanish identically on G.

Remark 3.3. Fix T ∈ V0 and let Π∞
ℓ be the space of smooth vectors in Πℓ taken relative to its

Fréchet topology. The space of generalized Whittaker functionals is

WhN (Πℓ, χT,∞) := Homcont
N (Π∞

ℓ , χT,∞).

If {vi}−ℓ≤v≤ℓ is a basis for Vℓ and {v∨i }−ℓ≤v≤ℓ is the dual basis of V∨
ℓ then the map

WhN (Πℓ, χT,∞) → Cmd
N,T (G,Vℓ)

Dℓ=0
K∞

, L 7→

(
g 7→

ℓ∑
i=−ℓ

L(g · vi)v∨i

)
is injective. Here we are using the fact that V∨

ℓ ≃ Vℓ. As a direct consequence of [Wal03, Theorem
16] we have that for ℓ ≥ n,

dim CWhN (Πℓ, χT,∞) =

{
1, if ⟨T, T ⟩ > 0,

0, if ⟨T, T ⟩ < 0.
(3.3)

Theorem 3.4. Suppose T ∈ V0 is non-zero. Define a function

βT : M → C, βT (h, z) =
4π√
2
|⟨u2, zT · h⟩|.

We have

dim C

(
Cmd
N,T (G,Vℓ)

Dℓ=0
K∞

)
=

{
1, if ⟨T, T ⟩ ≥ 0,

0, if ⟨T, T ⟩ < 0.
7



If ⟨T, T ⟩ ≥ 0, then there exists a unique function WT ∈ Cmd
N,T (G,Vℓ)

Dℓ=0
K∞

satisfying

WT (h, z) :=
∑

−ℓ≤v≤ℓ

|z|2ℓ+2

(
|βT (h, z)|
βT (h, z)

)v

Kv (|βT (h, z)|) [uℓ−v
1 ][uℓ+v

2 ] (3.4)

for all (h, z) ∈M . Here Kv denotes the K-Bessel function Kv(x) =
1
2

∫∞
0 tv−1e−x(t+t

−1)dt.

Remark 3.5. The n = 1 case of the above theorem is established in [KO95].

We dedicate §3.3 and §3.4 to a detailed presentation of the proof of Theorem 3.4. To give an
indication of the method, suppose T ∈ V0 satisfies T ̸= 0 and let WT : G→ Vℓ be a smooth function
of moderate growth satisfying hypotheses (a) and (b) of Definition 3.2. We write {WT,v : G →
Vℓ}−ℓ≤v≤ℓ for the unique family of scalar valued functions such that if g ∈ G then

WT (g) =
∑

−ℓ≤v≤ℓ
WT,v(g)[u

ℓ−v
1 ][uℓ+v2 ]. (3.5)

The first step in the proof of Theorem 3.4 is to consider the restrictions D+
ℓ WT |M and D−

ℓ WT |M .

We express the conditions D±
ℓ WT |M ≡ 0 as a system of differential equations involving the functions

WT,v (see Proposition 3.9). In §3.4.1 we arrive at the formula (3.4) by solving a subset of the system
of equations in Proposition 3.9. Formula (3.4) is not smooth as a function on M unless ⟨T, T ⟩ ≥ 0,
(see Proposition 3.11) and this observation, together with our analysis in §3.4.1 implies the (T, T ) <

0 case of Theorem 3.4 as well as the inequality dim Cmd
N,T (G,Vℓ)

Dℓ=0
K∞

≤ 1 (see Proposition 3.11).

It remains to show that if ⟨T, T ⟩ ≥ 0 then (3.4) defines an element of Cmd
N,T (G,Vℓ)

Dℓ=0
K∞

. This final
check is carried out in §3.4.2.

Corollary 3.6. Suppose F : G(A) → Vℓ is a weight ℓ quaternionic modular form. Let Z be the
center of the Heisenberg unipotent radical N. Write FZ (resp. FN) for the constant term of F
along Z (resp. N). There exist locally constant functions {aT (F, ·) : G(Afin) → C}T∈V0 : ⟨T,T ⟩≥0

such that if gfin ∈ G(Afin) and g∞ ∈ G(R) then

FZ(gfing∞) = FN(gfing∞) +
∑

T∈V0−{0} : ⟨T,T ⟩≥0

aT (F, gfin)WT (g∞). (3.6)

Moreover, if F is cuspidal then the Fourier expansion of FZ takes the form

FZ(gfing∞) =
∑

T∈V0 : ⟨T,T ⟩>0

aT (F, gfin)WT (g∞). (3.7)

Proof. The proof of formula (3.6) is standard given Theorem 3.4. Indeed, the domain of integration
N(Q)\N(A) is compact. So if gf ∈ G(Afin), then the function

FT (· gf ) : G(R) → Vℓ, FT (g∞gf ) =

∫
N(Q)\N(A)

F (ng∞gfin)χT (n)
−1 dn

satisfies the hypotheses of Definition 3.2. Applying Theorem 3.4, it follows that FT ≡ 0 whenever
⟨T, T ⟩ < 0. Similarly, Theorem 3.4 implies that there exists a scalar aT (F, gfin) ∈ C such that
FT (gfg∞) = aT (F, gfin)WT (g∞) whenever T ̸= 0 and ⟨T, T ⟩ ≥ 0. The proof of (3.6) now follows
by Fourier expanding FZ in characters of N/Z. For the proof of (3.7), assume F is cuspidal.
Let T ∈ V0 be non-zero and suppose ⟨T, T ⟩ = 0. Fixing gfin ∈ G(Afin) it suffices to show that
aT (F, gfin) = 0. We consider the equality

aT (F, gfin)WT (g∞) =

∫
N(Q)\N(A)

F (ngfing∞)χT (n)dn. (3.8)

On the one hand, F is a cusp form and thus bounded on G(A). It follows that the left-hand side of
(3.8) is bounded as a function of g∞ relative to the K∞ invariant norm on Vℓ. On the other hand,

8



if −ℓ ≤ v ≤ ℓ then the K-Bessel function Kv(x) is unbounded as x → 0+. Since M z=1 → R>0,
(1, h) 7→ |⟨u2 · h−1, T ⟩| is not bounded away from zero, (3.4) implies that WT (g∞) is unbounded
relative to the K∞ invariant norm on Vℓ. Hence aT (F, gfin) ≡ 0 and the proof is complete. □

3.3. Explicating the Schmid Equations. In this subsection we begin the proof of Theorem 3.4.
Throughout §3.3 we fix T ∈ V0 such that T ̸= 0 and suppose WT : G → R is a smooth function
satisfying conditions (a) and (b) of Definition 3.2.

3.3.1. Iwasawa Coordinates. Let n (resp. m) denote the complexified Lie algebra of N (resp. M).
The next lemma will be used to study the restrictions D±

ℓ WT |M . The proof is a direct computation.

Lemma 3.7. In terms of the Iwasawa decomposition g = n + m + k, the element [uj ⊗ vk]
± is

expressed as [uj ⊗ vk]
± = X± + Y ± + H± where X± ∈ n, Y ± ∈ m, and H± ∈ k and the triple

(X±, Y ±, H±) is defined as follows:

(a) For j = 1 and k = n, X± = (2ib1 ⊗ b1)⊗
(
∓
√
−1
2

)
, Y ± = (b2 ⊗ b1 − b1 ⊗ b2)⊗

(
1
2

)
,

and H± = i(b1 ⊗ b1 + b2 ⊗ b2)⊗
(
±
√
−1
2

)
.

(b) For j = 1 and 1 ≤ k < n, X± = 2√
2
[b1 ⊗ vk]

±, Y ± = 0, and H± = −[vn ⊗ vk]
±.

(c) For j = 2 and k = n, X± = 2√
2
[u2 ⊗ b1]

±, Y ± = 0, and H± = −[u2 ⊗ u1]
±.

(d) For j = 2 and 1 ≤ k < n, X± = 0, Y ± = [u2 ⊗ vk]
±, H± = 0.

3.3.2. The Right Regular Actions of p±. We apply Lemma 3.7 to calculate the right regular action
of p on WT . Throughout elements m = (h, z) ∈M are expressed as triples (h,w, s) with z = weis,
w ∈ R>0, and s ∈ [0, 2π). The function WT,v is defined in (3.5).

Proposition 3.8.
(a) If m = (h,w, s) and z = weis then [uj ⊗ vk]

+WT (m) equals
−1

2w∂wWT (h,w, s)− 1
2

∑
−ℓ≤v≤ℓWT,v(h,w, s)v[u

ℓ−v
1 ][uℓ+v2 ], if j = 1 and k = n,

−2π⟨vk,zT ·h⟩√
2

WT (h, z), if j = 1 and 1 ≤ k < n,
−2π⟨u2,zT ·h⟩√

2
WT (m) +

∑
−ℓ≤v≤ℓWT,v(m)(ℓ+ v + 1)[uℓ−v−1

1 ][uℓ+v+1
2 ], if j = 2 and k = n,∑

−ℓ≤v≤ℓ[u2 ⊗ vk]
+WT,v(m), if j = 2 and 1 ≤ k < n.

(b) If m = (h,w, s) and z = weis then [uj ⊗ vk]
−WT (m) equals

−1
2w∂wWT (h,w, s) +

1
2

∑
−ℓ≤v≤ℓWT,v(h,w, s)v[u

ℓ−v
1 ][uℓ+v2 ], if j = 1 and k = n,

2π⟨vk,zT ·h⟩√
2

WT (h, z), if j = 1 and 1 ≤ k < n,

2π⟨u2,zT ·h⟩√
2

WT (m)−
∑

−ℓ≤v≤ℓWT,v(m)(ℓ− v + 1)[uℓ−v+1
1 ][uℓ+v−1

2 ], if j = 2 and k = n,∑
−ℓ≤v≤ℓ[u2 ⊗ vk]

−WT,v(m), if j = 2 and 1 ≤ k < n.

Proof. The proof is a direct computation. To give an example of the method of proof we prove the
formulas for [u1 ⊗ vn]

±WT .
Let X±, Y ± and H± be as in Lemma 3.7(a). Then X± ∈ Lie(Z) and since χT is trivial on Z,

we may use property (b) of Definition 3.2 to deduce that

X±WT ≡ 0. (3.9)

If m = (h,w, s) and t ∈ R then m exp(t(b2 ⊗ b1 − b1 ⊗ b2) = (h, e−tw, s). Therefore

Y ± · WT (m) = −1

2

(
eitw

∂

∂w
WT (h, e

−tw, s)

)
|t=0 = −1

2
w
∂

∂w
WT (h,w, s). (3.10)
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Finally, if t ∈ R then [uℓ−v1 ][uℓ+v2 ] · exp(ti(b1⊗ b1+ b2⊗ b2)) = e
√
−1vt[uℓ−v1 ][uℓ+v2 ]. Thus by property

(a) of Definition 3.2 we have

H± · WT (m) =
±
√
−1

2

d

dt

 ∑
−ℓ≤v≤ℓ

e
√
−1vtWT,v(m)[uℓ−v1 ][uℓ+v2 ]

|t=0

=
∓1

2

∑
−ℓ≤v≤ℓ

WT,v(m)v[uℓ−v1 ][uℓ+v2 ] (3.11)

By Lemma 3.7 (a), [u1 ⊗ vn]
±WT = X±WT +H±WT + Y ±WT . As such, the formulas for [u1 ⊗

vn]
±WT may be derived from (3.9), (3.10), and (3.11). □

3.3.3. Expansion of the Schmid operator. We now apply the result of Proposition 3.8 to re-express
the condition D±

ℓ WT |M ≡ 0 as a system of scalar equations.

Proposition 3.9. Let m = (h,w, s) ∈M and set z = weis.
(a) We have D+

ℓ WT |M ≡ 0 if and only if

{
(w∂w − 2(ℓ+ 1)− v)WT,v(m) + 4π√

2
⟨u2, zT · h⟩WT,v+1(m) = 0, if v = −ℓ, . . . , ℓ− 1,

[u2 ⊗ vk]
+WT,v(m)− 2π√

2
⟨vk, zT · h⟩WT,v−1(m) = 0, if 1 ≤ k < n and −ℓ < v ≤ ℓ.

(b) We have D−
ℓ WT |M ≡ 0 if and only if

{
(w∂w − 2(ℓ+ 1) + v)WT,v(m) + 4π√

2
⟨u2, zT · h⟩WT,v−1(m) = 0, if v = −ℓ+ 1, . . . , ℓ,

[u2 ⊗ vk]
−WT,v(m)− 2π√

2
⟨vk, zT · h⟩WT,v+1(m) = 0, if 1 ≤ k < n and −ℓ ≤ v < ℓ.

Proof. We prove part (a) of the proposition. Applying the identification p− ≃ V +
2 ⊗V −

n (2.11) and
Proposition 3.8(a) we obtain

D̃+
ℓ WT (m) = −

∑
−ℓ≤v≤ℓ

n−1∑
k=1

2π⟨vk, zT · h⟩√
2

WT,v(h, z)[u
ℓ−v
1 ][uℓ+v2 ]⊗ u1 ⊠ vk

+
∑

−ℓ≤v≤ℓ

n−1∑
k=1

[u2 ⊗ vk]
+WT,v(m)[uℓ−v1 ][uℓ+v2 ]⊗ u2 ⊠ vk

− 1

2
w∂wWT (m)⊗ u1 ⊠ vn −

1

2

∑
−ℓ≤v≤ℓ

WT,v(m)v[uℓ−v1 ][uℓ+v2 ]⊗ u1 ⊠ vn

− 2π⟨u2, zT · h⟩√
2

WT (m)⊗ u2 ⊠ vn

+
∑

−ℓ≤v≤ℓ
WT,v(m)(ℓ+ v + 1)[uℓ−v−1

1 ][uℓ+v+1
2 ]⊗ u2 ⊠ vn.
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Applying the contraction operator π+ defined in §3.1 it follows that

D+
ℓ WT (m) = −

∑
−ℓ<v≤ℓ

n−1∑
k=1

2π⟨vk, zT · h⟩√
2

[u1 ⊗ vk]
+WT,v−1(m)[uℓ−v1 ][uℓ+v−1

2 ]⊠ vk

+
∑

−ℓ<v≤ℓ

n−1∑
k=1

[u2 ⊗ vk]
+WT,v(m)[uℓ−v1 ][uℓ+v−1

2 ]⊠ vk

− 1

2

∑
−ℓ<v≤ℓ

(w∂wWT,v−1(m) + (v − 1)WT,v−1(m)) [uℓ−v1 ][uℓ+v−1
2 ]⊠ vn

− 2π√
2

∑
−ℓ<v≤ℓ

⟨u2, zT · h⟩WT,v(m)[uℓ−v1 ][uℓ+v−1
2 ]⊠ vn

+
∑
ℓ<v≤ℓ

WT,v−1(m)(ℓ+ v)[uℓ−v1 ][uℓ+v−1
2 ]⊠ vn.

One obtains the system of equations in (a) by equating the coefficients of the terms [uℓ−v1 ][uℓ+v−1
2 ]⊠

vk to zero in the above expansion of D+
ℓ WT |M . □

3.4. Solving the Schmid Equations. Throughout this subsection T ∈ V0 is non-zero and we
supposeWT : G→ Vℓ is a function of moderate growth satisfying conditions (a) and (b) of Definition
3.2 together with the hypothesis D±

ℓ WT |M ≡ 0.

3.4.1. Establishing the Candidate Solution. For −ℓ ≤ v ≤ ℓ define fT,v : M → C as

fT,v(h,w, s) := w−2(ℓ+1)WT,v(h,w, s). (3.12)

Given (h, z) ∈M we define βT (h, z) =
4π√
2
⟨u2, zT · h⟩. Then Proposition 3.9 implies{

(w∂w − v)fT,v(h,w, s) = −βT (h,w, s)fT,v+1(h,w, s), −ℓ ≤ v < ℓ

(w∂w + v)fT,v(h,w, s) = −βT (h,w, s)fT,v−1(h,w, s), −ℓ < v ≤ ℓ.
(3.13)

Thus if −ℓ ≤ v ≤ v then

((w∂w)
2 − v2)fT,v(h,w, s) = |βT (h,w, s)|2fT,v(h,w, s). (3.14)

The condition βT (m) ̸= 0 is non-empty and Zariski open on M . Fix (h, 1, s) ∈ M such that
βT (h, 1, s) ̸= 0. Under the substitution u = w · |βT (h, 1, s)|, (3.14) reduces to the Bessel equation

∂2ufT,v +
1
u∂ufT,v − (1 + v2

u2
)fT,v = 0 [GR07, 8.494, pg. 932]. Let Iv and Kv denote the modified

Bessel functions defined in [GR07, 8.431, pg. 916] and [GR07, 8.432, pg. 917] respectively. So Iv(u)
is of exponential growth as u → ∞ and Kv(u) is bounded as u → ∞. Since WT,v is of moderate
growth as w → ∞, there exists a constant YT,v(h, s) ∈ C such that

fT,v(h,w, s) = YT,v(h, s)Kv(|βT (h,w, s)|). (3.15)

Using the fact that w · ∂wu = u, we may apply [GR07, 8.486, pg 929] to deduce

−(w∂w − v)Kv(u) = −(w
∂u

∂w

∂

∂u
− v)Kv(u) = −(u∂u − v)Kv(u) = uKv+1(u).

It follows that βT (w, s, h)YT,v+1(s, h)Kv+1(u) = Yv(s, h)|βT (w, s, h)|Kv+1(u). As Kv(u) is nowhere
vanishing, YT,v+1(s, h) = YT,v(s, h)|βT (w, s, h)|βT (w, s, h)−1 and

fT,v(h,w, s) = YT,0(h, s) ·
(
|βT (h,w, s)|
βT (h,w, s)

)v
·Kv(|βT (h,w, s)|). (3.16)

The next lemma will be used to show that the functions YT,0(s, h) are constant in h.
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Lemma 3.10. If k = 1, . . . , n− 1 then as functions on M we have

[u2 ⊗ vk]
+ · βT ≡ 0 and [u2 ⊗ vk]

− · βT ≡ 0.

Proof. To give an indication of the method of proof we explain why [u2 ⊗ vk]
+ · βT ≡ 0. By

definition of the exponential, if t ∈ R then u2 · exp(−t(u2 ⊗ vk − vk ⊗ u2)) = cosh(t)u2 − sinh(t)vk
and u2 · exp(−it(u2 ⊗ vk + vk ⊗ u2)) = cosh(t)u2 + sinh(it)vk. It follows that if m = (h, z) ∈ M
then [u2 ⊗ vk]

+ · βT (m) equals
√
2

4
· d
dt

(
⟨cosh(t)u2 − sinh(t)vk, zT · h⟩ −

√
−1⟨cosh(t)u2 + sinh(it)vk, zT · h⟩

)
|t=0.

Simplifying the above expression yields [u2 ⊗ vk]
+ · βT (m) = 0 which completes the proof. □

Proposition 3.11. If ⟨T, T ⟩ < 0 then WT ≡ 0, otherwise there exists a constant Y0 ∈ C such that
if m = (h, z) ∈M and βT (m) ̸= 0 then

WT (m) = YT,0 ·
∑

−ℓ≤v≤ℓ
|z|2ℓ+2

(
|βT (m)|
βT (m)

)v
Kv(|βT (m)|)[uℓ−v1 ][uℓ+v2 ].

Before we prove Proposition 3.11, we prove the following claim.

Claim 3.4.1. Given (h, z) ∈M such that βT (h, z) ̸= 0 define

WT,v(h, z) = |z|2(ℓ+1)

(
|βT (h, z)|
βT (h, z)

)v
Kv(|βT (h, z)|). (3.17)

Then WT,v satisfies the system of equations in Proposition 3.9.

Proof. We explain why (3.17) satisfies the system involving [u2⊗vk]+WT,v(m). To simplify notation
fix k ∈ {1, . . . , n − 1} and write dR = [u2 ⊗ vk]

+. A computation using Lemma 3.10 and [GR07,
8.486, pg. 929] implies

dR (WT,v) = −|βT | · dR (|βT |)
βT

· WT,v−1(|βT |). (3.18)

Moreover, a computation similar to that given in the proof of Lemma 3.10 yields

dR(βT ) = −
√
2π⟨vk, zT · h⟩. (3.19)

Since dR(|βT |) = βT
2|βT |dR(βT ), (3.18) and (3.19) imply the claimed statement. □

Proof of Proposition 3.11. So far we have shown that if m = (h,w, s) ∈M satisfies βT (h,w, s) ̸= 0
then there exists a constant YT,0(h, s) ∈ C such that

WT (m) = YT,0(h, s) ·
∑

−ℓ≤v≤ℓ
w2ℓ+2

(
|βT (m)|
βT (m)

)v
Kv(|βT (m)|)[uℓ−v1 ][uℓ+v2 ].

We first show that YT,0(h, s) is constant in h and s. The fact that WT (gk) = WT (g) · k implies
that fT,v(h,w, s) = eisvfT,v(h,w, 0). Moreover βT (h,w, s) = e−isvβT (h,w, 0). It follows from (3.16)
that YT,0(h, s) = YT,0(h, 0). To show that YT,0(h, 0) is constant in h, it suffices to show that

[u2 ⊗ vk]
±YT,0(h, 0) ≡ 0 for all 1 ≤ k < n. Since we are assuming D±

ℓ WT |M ≡ 0, this follows from
Proposition 3.9 and Claim 3.4.1.

It remains to show that WT ≡ 0 whenever ⟨T, T ⟩ < 0. Thus suppose ⟨T, T ⟩ < 0. We know
that there exists a constant Y0 ∈ C such that if m ∈ M satisfies βT (m) ̸= 0 then WT (m) =

Y0 ·
∑

−ℓ≤v≤ℓWT,v(m)[uℓ−v1 ][uℓ+v2 ] with WT,v as defined in (3.17). Since ⟨T, T ⟩ < 0 there exists h′ ∈
U(V0) such that the element m′ = (h′, 1) ∈M satisfies βT (m

′) = 0. The set {m ∈M : βT (m) ̸= 0}
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is Zariski open in M and so there exists a sequence {mi ∈ M : i ∈ Z≥1} such that mi → m′ as
i→ ∞ and βT (mi) ̸= 0 for all i ≥ 1. By assumption WT (m) is continuous at m = m′ and so

WT (m
′) = Y0

∑
−ℓ≤v≤ℓ

lim
i→∞

(WT,v(mi)) [u
ℓ−v
1 ][uℓ+v2 ]. (3.20)

Writing mi = (hi, zi), formula (3.17) implies

lim
i→∞

|WT,v(mi)| = lim
i→∞

|zi|2(ℓ+1)Kv(|βT (mi)|).

Since mi → m′ we know that zi → 1 as i → ∞. Moreover, Kv(u) has a pole at u = 0 and so
Kv(|βT (mi)|) → ∞ as i → ∞. It follows that limi→∞ |WT,v(mi)| does not exist. Therefore the
equality (3.20) is only possible if Y0 = 0. □

3.4.2. Verifying the Schmid Equations. Recall the candidate solutionWT : G→ Vℓ defined by (3.4).

From §3.4.1 we know either Cmd
N,χT

(G,Vℓ)Dℓ=0
K∞

is zero, or it is spanned by the function WT . Using

Proposition 3.9 and Claim 3.4.1, one may check that D±
ℓ WT |M ≡ 0. To prove Theorem 3.4 it

remains to prove the lemma below.

Lemma 3.12. Assume ⟨T, T ⟩ ≥ 0. Then WT is a smooth function of moderate growth satisfying
the conditions D±

ℓ WT ≡ 0.

Proof. Since ⟨T, T ⟩ ≥ 0, we have βT (m) ̸= 0 for all m ∈ M . It follows that (3.4) defines a
smooth function on G. According to [GR07, 8.446, pg. 919], the leading order term in the Laurent
expansion of Kv(u) as u→ 0+ is u−v and so (3.4) is of moderate growth. It remains to show that
D±
ℓ WT ≡ 0. As we have already explained, D±

ℓ WT |M ≡ 0. Moreover, if n ∈ N and m ∈ M then

D±
ℓ WT (nm) = χT (n)D±

ℓ WT (m) = 0. By theK∞ equivariance of D±
ℓ it follows that D±

ℓ WT ≡ 0. □

4. Generalities on the Theta Correspondence

In this section, we review the theory of theta correspondence for the dual pair (U(2, n),U(1, 1)).
Subsection 4.1 describes several preliminaries on Weil representations of the dual pair U(2, n) ×
U(1, 1). In subsection 4.2 we calculate the Fourier coefficient of the theta lift of a general cusp form
f from U(1, 1) to U(2, n). Subsection 4.3 recalls a classical argument, dating back to [Pia83], which
shows that the theta lift of a cusp form from U(1, 1) to U(2, n) is non-zero. Finally, in subsection
4.4 we review the definition of Poincaré series, and present a formal computation describing the
theta lift from Poincaré series on U(1, 1) to U(2, n).

4.1. The Metaplectic Group and Weil representation. Let (W, ⟨ , ⟩W) be a split skew-
hermitian space over E of signature (1,1). So W is a 2-dimensional E-vector space. We write
{w+, w−} for an isotropic basic of W satisfying ⟨w+, w−⟩W = 1. Let H = U(W) be the Q-
rational unitary group associated to (W, ⟨·, ·⟩W) with the convention that H acts on the right of
W. Consider the Q-vector space W = V ⊗E W endowed with the symplectic form

≪ v ⊗ w, v′ ⊗ w′ ≫:= trE/Q(⟨v, v′⟩⟨w,w′⟩W), for v, v′ ∈ V, w, w′ ∈ W.

Through its natural action on V ⊗E W, the group G ×H is embedded in Sp(W) as a dual pair.
Write Mp(W)(A) → Sp(W)(A) for the metaplectic C×-extension associated to ψ and let ωψ denote
the corresponding Weil representation (see for example [Pra93, §8]). The cover Mp(W)(A) →
Sp(W)(A) splits over the image of G(A) ×H(A) in Sp(W)(A). To normalize such a splitting, let
χ : E×\A×

E → C1 denote a character such that χ|A× coincides with the character associated to the
extension E/Q under class field theory. It follows from [GR91] that the pair (ψ, χ) determines
a splitting sψ,χ : G(A) × H(A) → Mp(W)(A). The composition ωψ,χ = ωψ ◦ sψ,χ defines a Weil
representation of G(A)×H(A).
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4.1.1. The Schrödinger model. Let X = V ⊗ w+ and Y = V ⊗ w− so that W = X ⊕ Y is a
decomposition into Lagrangian subspaces. The Weil representation ωψ,χ of G(A)×H(A) admits a
model in the Schwartz space S(X(A)). We write elements in H(A) as matrices relative to the basis
{w+, w−}. Given ϕ ∈ S(X(A)), x ∈ V(A), a ∈ A×

E , b ∈ A, and g ∈ G(A), we have [Ich04, §1]

ωψ,χ (1, (
a
a−1 ))ϕ(x⊗ w+) = χ(a)2+n|a|

2+n
2

AE
ϕ(x⊗ aw+),

ωψ,χ
(
1,
(
1 b
1

))
ϕ(x⊗ w+) = ψ(⟨x, x⟩b)ϕ(x⊗ w+),

ωψ,χ
(
1,
(

1
−1

))
ϕ(x⊗ w+) = γ(ψ,V)Fϕ(x⊗ w+) = γ(ψ,V)

∫
V(A)

ϕ(y ⊗ w+)ψE(⟨x, y⟩)dy,

ωψ,χ(g, 1)ϕ(x⊗ w+) = ϕ(xg ⊗ w+),

(4.1)

Here, γ(ψ,V) is the Weil index [Wei64, n◦14, pg. 161], and dy denotes the Haar measure on V(A)
relative to which F is self-dual. For an algebraic group R, we write [R] to denote the adelic quotient
R(F )\R(A). For a Schwartz function ϕ ∈ S(X(A)), g ∈ G(A), and h ∈ H(A) we define a theta
function θ(·, ·;ϕ) : [G]× [H] → C by

θ(g, h;ϕ) =
∑

ξ∈X(Q)

ωψ,χ(g, h)ϕ(ξ), (4.2)

which is of moderate growth in each variable. For a cusp form f onH(A), the theta-lift θ(f, ϕ) : [G] →
C is defined as

θ(f, ϕ)(g) =

∫
H(Q)\H(A)

θ(g, h;ϕ)f(h)dh. (4.3)

Since f is cuspidal, the above integral converges absolutely.

4.1.2. The mixed model. Recall that we have a decomposition V = U ⊕ V0 ⊕ U∨. Then the
decomposition W = XU ⊕ YU , with

XU = V0 ⊗ w+ ⊕ b1 ⊗W, YU = b2 ⊗W ⊕V0 ⊗ w−,

is a Lagrangian decomposition of W. We define a partial Fourier transform

FU : S((V ⊗ w+)(A)) → S((b1 ⊗W)(A))⊗ S((V0 ⊗ w+)(A))

by

FU(ϕ)(b1 ⊗ xw+, b1 ⊗ yw−, v ⊗ w+) =

∫
AE

ϕ(b1 ⊗ xw+, v ⊗ w+, b2 ⊗ w+z)ψE(⟨zw+, yw−⟩)dz, (4.4)

where x ∈ AE , y ∈ AE , and v ∈ V0(A). Then FU defines an isomorphism between the above
two spaces, and this gives rise to the mixed model for the Weil representation ω = ωψ,χ,XU

of
G(A)×H(A) on S((V0 ⊗ X)(A))⊗ S((U⊗W)(A)).

We now write down some explicit formulas for the action of ωψ,χ,XU
in this model. Recall that

P = M⋉N is the Heisenberg parabolic subgroup, with M = U(V0)×ResE/QGm,E . Note that N
is 2-step nilpotent. An element n ∈ N fixes U pointwise. If {h1, . . . , hn} is an ordered basis of V0,
then with respect to the basis {b1, h1, . . . , hn, b2}, the center Z = [N,N] is given by the matrices

Z =

n(z0) =
 1

0 In
z0 0 1

 ∈ N : z0 ∈ E such that z0 = −z0

 .
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Denote

N0 =

n(x0) =
 1

∗ In
−1

2⟨x0, x0⟩ x0 1

 ∈ N : x0 ∈ V0

 .

In the notation of (2.4), n(x0) = exp(b1 ⊗ x0 − x0 ⊗ b1). Note that N = ZN0.
Given a vector v0 ∈ V0(A), we define a character ηv0 on N0(A) by

ηv0(n(x)) = ψ(
1

2
trE/Q(⟨−v0, x⟩)), x ∈ V0(A). (4.5)

Write ηv0,∞ for the archimedean component of ηv0 . A short computation reveals that the character
ηv0,∞ is related to the character χT,∞ of (2.5) by

ηv0,∞(n(x)) = χ−iv0,∞(n(x)) (4.6)

where x ∈ V0. We have the following formulas.

Lemma 4.1. Let x ∈ AE, y ∈ AE, v ∈ V0(A), ϕ′ ∈ S((b1 ⊗W)(A))⊗S((V0 ⊗w+)(A)). We have

ωψ,χ,XU

((
a

a−1

))
ϕ′(b1 ⊗ xw+, b1 ⊗ yw−, v ⊗ w+)

=χ(a)2+n|a|
n
2
AE
ϕ′(b1 ⊗ axw+, b1 ⊗ a−1yw−, av ⊗ w+),

(4.7)

and

ωψ,χ,XU

((
1 b

1

))
ϕ′(b1 ⊗ xw+, b1 ⊗ yw−, v ⊗ w+)

=ψE(⟨v, v⟩b)ϕ′(b1 ⊗ xw+, b1 ⊗ (y + xb)w−, v ⊗ w+).

(4.8)

For n(z0), n(x0) ∈ N(A), we have

ωψ,χ,XU
(n(z0))ϕ

′(b1 ⊗ xw+, b1 ⊗ yw−, v ⊗ w+)

=ψE(−z0xy)ϕ′(b1 ⊗ xw+, b1 ⊗ yw−, v ⊗ w+)
(4.9)

and

ωψ,χ,XU
(n(x0))ϕ

′(b1 ⊗ xw+, b1 ⊗ yw−, v ⊗ w+)

=ψE(−(x · (−1

2
x0
tx0) + ⟨v, x0⟩)y)ϕ′(b1 ⊗ xw+, b1 ⊗ yw−, (v + xx0)⊗ w+).

(4.10)

Proof. This can be checked by assuming ϕ′ = FU(ϕ) for ϕ ∈ S((V ⊗ w+)(A)). See, for example,
[Ral84, pp. 340-341], [GI16, Section 7.4] and [Pol21, Proposition 2.1.1], for similar statements. We
omit the details. □

Given a Schwartz function ϕ ∈ S(X(A)), recall the theta function θ(·, ·;ϕ) : [G]×[H] → C defined
in (4.2). Similarly, given a Schwartz function ϕ′ ∈ S((b1 ⊗ W)(A)) ⊗ S((V0 ⊗ w+)(A)), one can
define

θ(g, h;ϕ′) =
∑

ξ∈XU(Q)

ωψ,χ,XU
(g, h)ϕ′(ξ).

It is known that if ϕ′ = FU(ϕ), then

θ(g, h;ϕ) = θ(g, h;ϕ′).

In the rest of the paper, we will simply write ω to denote the Weil representation. The reader
may determine which model of ω we are using based on the domain of the Schwartz data ϕ.
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4.2. Fourier Coefficients of the Theta Lift. LetNY =

{(
1 x

1

)
∈ H

}
andMY =

{(
a

a−1

)
∈ H

}
.

Suppose t ∈ Q and let χt : [NY] → C× be defined by

χt

(
1 x

1

)
= ψ(tx).

For an automorphic form φ on H(A), the χt-Fourier coefficient of f is

ft(g) = fχt(g) =

∫
[NY]

f(ng)χ−1
t (n)dn.

Given a character χ : [N] → C× and a Schwartz function ϕ ∈ S(X(A)) we define

θχ(g, h;ϕ) =

∫
[N]

θ(ng, h;ϕ)χ−1(n)dn.

Let f : [H] → C be a cusp form and recall the theta-lift θ(f ;ϕ) defined in (4.3). Then the χ-Fourier
coefficient of the theta lift θ(f ;ϕ) along N is given by θ(f, ϕ)χ(g) =

∫
[H]

θχ(g, h;ϕ)f(h)dh.

In the case when ⟨v0, v0⟩ ≠ 0, the next proposition expresses the Fourier coefficient θ(f, ϕ)ηv0 as
an integral transform of the Fourier coefficient f−⟨v0,v0⟩.

Proposition 4.2. Suppose θ(f, ϕ) is the theta function on G(A) associated to a cuspidal automor-
phic function f on H(A) and a Schwartz function ϕ ∈ S(XU(A)). Suppose v0 is in V0(Q) such
that ⟨v0, v0⟩ ≠ 0. Set zv0 = b1 ⊗ w− + v0 ⊗ w+. Then

θ(f, ϕ)ηv0 (g) =

∫
NY(A)\H(A)

ω(g, h)ϕ(zv0)f−⟨v0,v0⟩(h)dh. (4.11)

Proof. Without loss of generality we may assume g = 1 and ϕ = ϕU⊗ϕV0 with ϕU ∈ S((b1⊗W)(A))
and ϕV0 ∈ S((V0 ⊗ w+)(A)). Taking the constant term of θ(1, h;ϕ) along Z ⊂ N, we see that

θZ(1, h;ϕ) =

∫
Z(Q)\Z(A)

θ(z, h;ϕ)dz =

∫
Z(Q)\Z(A)

∑
ξ∈XU(Q)

ω(z, h)ϕ(ξ)dz

=

∫
Z(Q)\Z(A)

∑
v∈V0(Q)

w=xw++yw−∈W(Q)

ψE(−zxy)ω(1, h)ϕ(v ⊗ w+ + b1 ⊗ w)dz

where in the last equality we have used (4.9). Interchanging the order of summation and the
integration we obtain

θZ(1, h;ϕ) =
∑

v∈V0(Q)
w∈W(Q):⟨w,w⟩W=0

ω(1, h)ϕ(v ⊗ w+ + b1 ⊗ w)

= θV0(1, h;ϕV0)

 ∑
w∈W(Q):⟨w,w⟩W=0

ω(1, h)ϕU(b1 ⊗ w)

 (4.12)

where θV0(1, h;ϕV0) :=
∑

v∈V0(Q) (ω(h)ϕV0) (v ⊗w+). The non-zero isotropic vectors in W(Q) lie

in a single H(Q) orbit. In fact

{w ∈ W(Q) : ⟨w,w⟩W = 0} = {0} ∪ w− ·NY(Q)\H(Q).
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In the mixed model of ω, the actions of NY(Q) and MY(Q) are given in Lemma 4.1. Moreover, a
similar computation yields

ω

(
1,

(
1

−1

))
ϕU(b1 ⊗ w) = ϕU(b1 ⊗ w

(
1

−1

)
)

for any w ∈ W(A). We conclude that for any h0 ∈ H(Q), ω(1, h0)ϕU(b1 ⊗ w−) = ϕU(b1 ⊗ w−h0).
Therefore, (4.12) can be rewritten as

θV0(1, h;ϕV0)

ω(1, h)ϕU(0) +
∑

h0∈NY(Q)\H(Q)

ω(1, h0h)ϕU(b1 ⊗ w−)

 .

Hence the ηv0-Fourier coefficient θηv0 (1, h;ϕ) is given by∫
[N0]

θV0(n(x0), h;ϕV0)ω(n(x0), h)ϕU(0)η−v0(n(x0))dx0

+

∫
[N0]

θV0(n(x0), h;ϕV0)
∑

h0∈NY(Q)\H(Q)

ω(n(x0), h0h)ϕU(b1 ⊗ w−)η−v0(n(x0))dx0.

(4.13)

By (4.10), the product θV0(n(x0), h;ϕV0)ω(n(x0), h)ϕU(0) is independent of x0. Furthermore, since
v0 ̸= 0, the integral

∫
[N0]

η−v0(n(x0))dx0 = 0. Hence, the first term in (4.13) is equal to 0 and

θ(f,ϕ)ηv0 (1) =

∫
[H]

θηv0 (1, h;ϕ)f(h)dh

=

∫
NY(Q)\H(A)

∫
[N0]

θV0(n(x0), h;ϕV0)ω(n(x0), h)ϕU(b1 ⊗ w−)η−v0(n(x0))dx0f(h)dh. (4.14)

Another application (4.10) then yields an expression for θ(f, ϕ)ηv0 (1) of the form∫
NY(Q)\H(A)

∑
v∈V0(Q)

ω(1, h)(ϕV0 ⊗ ϕU)(v0 ⊗ w+ + b1 ⊗ w−)f(h)

∫
[N0]

ψE(−⟨v − v0, x0⟩)dx0dh. (4.15)

Since the pairing ⟨ , ⟩ is non-degenerate on V0, (4.15) simplifies to

θ(f, ϕ)ηv0 (1) =

∫
NY(Q)\H(A)

ω(1, h)ϕ(b1 ⊗ w− + v0 ⊗ w+)f(h)dh.

Now we use (4.8) to get

θ(f, ϕ)ηv0 (1)

=

∫
NY(A)\H(A)

∫
NY(Q)\NY(A)

ω

(
1,

(
1 x

1

)
h

)
ϕ(b1 ⊗ w− + v0 ⊗ w+)f

((
1 x

1

)
h

)
dxdh

=

∫
NY(A)\H(A)

ω (1, h)ϕ(b1 ⊗ w− + v0 ⊗ w+)

∫
NY(Q)\NY(A)

f

((
1 x

1

)
h

)
ψ(⟨v0, v0⟩x)dxdh

=

∫
NY(A)\H(A)

ω (1, h)ϕ(b1 ⊗ w− + v0 ⊗ w+)

∫
NY(Q)\NY(A)

f

((
1 x

1

)
h

)
χ⟨v0,v0⟩(x)dxdh.

The inner integration in the above formula is equal to f−⟨v0,v0⟩(h) as required. □
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4.3. Nonvanishing. In this section we sketch the proof that the theta lift of a nonzero cusp form
on H(A) is nonzero. The argument closely follows an argument of Piatetski-Shapiro [Pia83].

Proposition 4.3. Let τ be an irreducible cuspidal automorphic representation of H(A). The theta
lift θ(τ, ψ) of τ to G(A) is non-zero.

Before we prove Proposition 4.3, we first state a lemma, whose proof is similar to that of [Pia83,
Lemma 5.1] and we omit it.

Lemma 4.4. Let v0 ∈ V0(Q) and zv0 be as in Proposition 4.2. If W : H(A) → C is a continuous
function satisfying

W (nh) = χ−⟨v0,v0⟩(n)W (h), n ∈ NY(A), h ∈ H(A),

and for any Schwartz function ϕ ∈ S((b1 ⊗W)(A))⊗ S((V0 ⊗ w+)(A)), we have∫
NY(A)\H(A)

W (h)(ωψ(h)ϕ)(zv0)dh = 0

then W ≡ 0.

Proof of Proposition 4.3. Let f be a non-zero cusp form on H(A). Since f is necessarily generic,
there exists a vector v0 ∈ V0 such that the χ−⟨v0,v0⟩th Fourier coefficient of f is non-zero. Moreover,

f−⟨v0,v0⟩(nh) = χ−⟨v0,v0⟩(n)f−⟨v0,v0⟩(h), n ∈ NY(A), h ∈ H(A),

and so Lemma 4.4 implies that there exists ϕ ∈ S((b1 ⊗W)(A))⊗ S((V0 ⊗ w+)(A)) such that∫
NY(A)\H(A)

f−⟨v0,v0⟩(h)(ωψ(h)ϕ)(zv0)dh ̸= 0.

Now we use (4.11) to conclude that θ(f, ϕ)ηv0 (1) ̸= 0, as desired. □

4.4. The theta lifts of Poincaré Series. Let t ∈ Q, and let µt : H(A) → C be a function which

satisfies µt(n(x)g) = ψ(tx)µt(g) for n(x) =

(
1 x

1

)
∈ NY(A). Associated to µt, one can define a

Poincaré series

P (h;µt) =
∑

γ∈NY(Q)\H(Q)

µt(γh),

which is an automorphic function when this sum converges absolutely. The following result com-
putes the theta lift P (h;µt).

Lemma 4.5. Suppose that the sum defining P (h;µt) converges absolutely to a cuspidal automorphic
form on H(A). Let ϕ ∈ S(X(A)). Suppose that∑

v∈V(Q)

∫
NY(Q)\H(A)

|µt(h)||ω(g, h)ϕ(v ⊗ w+)|dh <∞. (4.16)

Then we have

θ(P (·;µt);ϕ)(g) =
∑

v∈V(Q):⟨v,v⟩=−t

∫
NY(A)\H(A)

µt(h)ω(g, h)ϕ(v ⊗ w+)dh. (4.17)
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Proof. Since P (h;µt) is cuspidal, the integral defining the θ-lift θ(P (·;µt);ϕ)(g) converges abso-
lutely. Then

θ(P (·;µt);ϕ)(g) =
∫
[H]

θ(g, h;ϕ)P (h;µt)dh

=

∫
NY(Q)\H(A)

θ(g, h;ϕ)µt(h)dh

=

∫
NY(A)\H(A)

µt(h)

∫
[NY]

θ(g, nh;ϕ)ψt(n)dndh.

The finiteness assumption guarantees that the above formal computations are justified. Notice that

for n = n(x) =

(
1 x

1

)
∈ NY(A), we have

θ(g, n(x)h;ϕ) =
∑

v∈V(Q)

ω(g, n(x)h)ϕ(v ⊗ w+) =
∑

v∈V(Q)

ψE(⟨v, v⟩x)ω(g, h)ϕ(v ⊗ w+).

Thus ∫
[NY]

θ(g, nh;ϕ)ψt(n)dn =
∑

v∈V(Q):⟨v,v⟩=−t

ω(g, h)ϕ(v ⊗ w+).

The result follows. □

5. Theta Lifts of Holomorphic Poincaré series to G

In this section we define the adelic versions of the quaternionic modular θ(ξf , ϕ0) of Theorem
1.3. These modular forms are obtained as the theta lifts of anti-holomorphic modular forms on
U(1, 1) with a special choice of archimedean test data. This choice of test data is explicitly defined
in 5.2. In subsection 5.3 we make an archimedean computation of θ(ξf , ϕ0) in the case when ξf
corresponds to an holomorphic Poincaré series on U(1, 1). Based on these computations we are
able to deduce Theorem 1.3 modulo the statement that θ(ξf , ϕ0) satisfies the differential equations

D±
ℓ θ(ξf , ϕ0) ≡ 0. This is established in Section 6 as Theorem 6.1.

5.1. Holomorphic Modular Forms on H. Recall that H = U(W) denotes the quasi-split uni-
tary group attached to the skew Hermitian space W = E-span{w+, w−}. We write elements of H
as matrices relative to the basis {w+, w−} with the convention that H acts on the right of W. Let
K ′

∞ be a the maximal compact subgroup of H(R) with an isomorphism

K ′
∞

∼=
{
z

(
cos θ − sin θ
sin θ cos θ

)
: z ∈ C1, θ ∈ [0, 2π)

}
.

Let H1,1 = {z ∈ C : Im(z) > 0} be the hermitian upper half space. Then h =

(
a b
c d

)
∈ H(R) acts

on z ∈ H1,1 by the usual linear fractional transformation. The automorphy factor associated to

h =

(
a b
c d

)
∈ H(R) and z ∈ H1,1 is

j(h, z) = cz + d.

Given f a cuspidal automorphic form onH(A), we say that f is associated to a holomorphic modular
form of weight k if for each hfin ∈ H(Afin), the function h∞ 7→ j(h∞, i)

kf(h∞hfin) descends to a
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holomorphic function on H1,1. It follows that if f is associated to a holomorphic modular form on
H, then the Fourier expansion of f takes the form

f(hfinh∞) =
∑
t>0

af (t)(hfin)j(h∞, i)
−Ne2πit(i·h∞)

where af (t) : H(Afin) → C is specific locally constant function depending on f and t. By a result of
Shimura, the Fourier coefficients af (t) endow the space of modular forms on H with an algebraic
structure. More precisely, if Kfin ≤ H(Afin) is a level subgroup, then there exists a number field
L/Q such that the space of weight k modular forms on H of level Kf admits a basis consisting of
forms f for which the Fourier coefficients af (t) takes values in L [Shi75; Shi78; Har86].

5.2. Archimedean Test Data. Our current goal is to use Lemma 4.5 as a means of constructing
quaternionic modular forms on G. Notice that if the test function ϕ and the inducing section µ are
factorizable, then the integral appearing inside the summand of expression (4.17) is Eulerian. In
this section, we describe a choice of test data ϕ∞ ∈ S(X(R)) for which we can explicitly compute
the archimedean component of this Eulerian integral. To begin, let (ℓ, n) be a pair of integers
satisfying either ℓ ≥ n or 1 ≤ ⌊n−1

2 ⌋ ≤ ℓ < n. Recall the orthogonal decomposition V = V +
2 ⊕ V −

n

given in (2.2). For v ∈ V , denote ∥v∥ :=
√
⟨v, v · ι⟩ (recall that ι is the element in K∞ which acts as

identity on V +
2 and acts as negative identity on V −

n ) and let (v, w) := ⟨v, w·ι⟩ be the positive definite
hermitian form on V . Recall {u1, u2} is an orthonormal basis of V +

2 . As a U(V +
2 )-representation,

V +
2 ≃ V +

2 ⊗ det−1

U(V +
2 )

via the map δ given by u2 7→ u1, u1 7→ −u2. We thus obtain a map

PK : SymℓV +
2 ⊗ SymℓV +

2 ≃ SymℓV +
2 ⊗ SymℓV +

2 ⊗ det−ℓ
U(V +

2 )
→ Vℓ

which is equivariant under K∞ = U(V +
2 ) × U(V −

n ). Here the last map is given by multiplication.
Denote by pr2 the projection from V to V +

2 , which is equivariant under K∞. Note that if v ∈ V
with ⟨v, v⟩ > 0, then ∥pr2(v)∥ > 0. For v ∈ V , define

Qℓ : V → Vℓ, Qℓ(v) := PK(pr2(v)
ℓ ⊗ pr2(v)

ℓ),

and set

ϕ∞(v ⊗ w+) := Qℓ(v)e
−2π∥v∥2 . (5.1)

Lemma 5.1. For kθ =

(
cos θ − sin θ
sin θ cos θ

)
∈ K ′

∞, we have

ω∞(kθ)ϕ∞(v ⊗ w+) = j(kθ, i)
−2ℓ−2+nϕ∞(v ⊗ w+). (5.2)

Proof. To prove the lemma, it suffices to compute the differential of the action ofK ′
∞ on ϕ∞(v⊗w+).

The proof is standard (see for example [LV80, Lemma 2.5.14 and Proposition 2.5.15] for a proof of
the analogous statement in the case of SL2). We omit the details. □

5.3. Theta lifts of Poincaré series to G. Fix t ∈ Q>0 and let ℓ and n be as in subsection 5.2.
We are ready to explicate the archimedean integral appearing in the theta lifts of Poincaré series.
As stated in Theorem 1.3, we intend to theta lift weight N = 2ℓ+2− n anti-holomorphic modular
forms on H to obtain weight ℓ quaternionic modular forms on G. As such, we take the archimedean
component of the inducing section in the Poincaré series to be

µ−t,∞(h) = det(h)ℓ+2j(h, i)−Ne2πit(i·h). (5.3)

Suppose v ∈ V with ⟨v, v⟩ = t. With ϕ∞ as defined in subsection 5.2 and µ−t,∞ as above, Lemma
4.17 outputs the archimedean integral

I∞(v; t) :=

∫
NY(R)\H(R)

µ−t,∞(h)ω∞(g, h)ϕ∞(v ⊗ w+)dh. (5.4)
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Proposition 5.2. Let v be in V with ⟨v, v⟩ = t > 0. Then there exists C ∈ C× (independent of v)
such that

I∞(v; t) = C ·Bℓ,v(g)

where Bℓ,v(g) =
Qℓ(vg)

∥pr2(vg)∥4ℓ+2
.

Proof. Without loss of generality we may assume g = 1. Then writing δPY for the modulus character
of PY(R) = NY(R)MY(R), the Iwasawa decomposition of H(R) implies

I∞(v; t) =

∫
MY(R)

∫ 2π

0
δ−1
PY

(m)µ−t,∞(mkθ)ω∞(mkθ)ϕ∞(v ⊗ w+)dθdm.

For m ∈ MY(R) and kθ =
(
cos θ − sin θ
sin θ cos θ

)
we have µ−t,∞(mkθ) = j(kθ, i)

Nµ−t,∞(m). So by (5.2)

we conclude

I∞(v; t) = 2π

∫
MY(R)

δ−1
PY

(m)µ−t,∞(m)ω∞(m)ϕ∞(v ⊗ w+)dm.

We write m ∈ MY(R) as m =

(
a

a−1

)
with a ∈ C×. Using the archimedean analogue of the first

formula of (4.1), we compute that

ω∞

((
a

a−1

))
ϕ∞(v ⊗ w+) =

(
a

|a|

)n+2

(|a|2)
2+n
2 |a|2ℓe−2π|a|2∥v∥2Qℓ(v)

= an+2|a|2ℓe−2π|a|2∥v∥2Qℓ(v).

On the other hand, by the construction of µ−t,∞ we get that

µ−t,∞

((
a

a−1

))
=
(a
a

)ℓ+2
aNe2πi⟨v,v⟩|a|2i = aℓ+2aN−ℓ−2e−2π|a|2⟨v,v⟩.

Noticing δPY

((
a

a−1

))
= |a|2 and N = 2ℓ+ 2− n, it follows that

I∞(v; t) = Qℓ(v) · 2π
∫
C×

|a|4ℓ+2e−2π|a|2(⟨v,v⟩+∥v∥2)d×a.

Finally we make a change of variable a 7→ a
∥pr2(v)∥

to arrive at

I∞(v; t) =
Qℓ(v)

∥pr2(v)∥4ℓ+2
· 2π

∫
C×

|a|4ℓ+2e−4π|a|2d×a.

The integral
∫
C× |a|4ℓ+2e−4π|a|2d×a is non-zero and independent of v, thus completing the proof. □

Before applying Proposition 5.2 to the study of theta lifts of Poincaré series to G, we must verify
that the convergence condition (4.16) is satisfied. This is achieved in the Lemma below.

Lemma 5.3. Suppose ϕfin ∈ S(X(Afin)), and µ−t,fin ∈ Ind
H(Afin)
NY(Afin)

(χ−t,fin). Set µ−t = µ−t,∞ ·µ−t,fin.
Then for ℓ > n+ 1 the sum∑

v∈V(Q)

∫
NY(Q)\H(A)

|µ−t(h)||ω(g, h)(ϕfin ⊗ ϕ∞)(v ⊗ w+)dh

is finite.
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Proof. By the same manipulations as in the proof of Proposition 5.2, the quantity in the lemma is
bounded by a constant times∑

v∈Λ
∥Qℓ(v)∥

∫
C×

|a|4ℓ+2e−2π|a|2(t+∥v∥2)d×a

for some lattice Λ in V(R). Note that t is fixed, and both t and ∥v∥ are non-negative. Also note
that for any fixed α ∈ R>0, there exists a positive constant Cα depending only on α such that

e−b ≤ Cαb
−α for any b > 0.

Then ∫
C×

|a|4ℓ+2e−2π|a|2(t+∥v∥2)d×a =

∫
C×

|a|4ℓ+2e−2π|a|2te−2π|a|2∥v∥2d×a

≤
∫
C×

|a|4ℓ+2e−2π|a|2tCα(2π|a|2∥v∥2)−αd×a

= Cα(2π)
−α · 1

∥v∥2α

∫
C×

|a|4ℓ+2−2αe−2π|a|2td×a.

In order that the integral in the last row converges, we need to take α with

4ℓ+ 2− 2α > 0, (5.5)

which is due to the convergence range of the integral expression of the Gamma function. On the
other hand, we must also check the convergence of∑

v∈Λ

∥Qℓ(v)∥
∥v∥2α

. (5.6)

Since

∥Qℓ(v)∥ = ∥PK(pr2(v)
ℓ ⊗ pr2(v)

ℓ)∥ = ∥pr2(v)∥2ℓ ≤ ∥v∥2ℓ,
the sum (5.6) is bounded by ∑

v∈Λ

1

∥v∥2α−2ℓ
. (5.7)

In order that the sum (5.7) converges, we need to take α with

α− ℓ > n+ 2, (5.8)

which is due to the convergence range of the Epstein zeta function attached to the positive definite
hermitian form ∥ · ∥. Combining (5.5) and (5.8), it follows that when ℓ > n + 1, the sum in the
lemma is convergent. □

Applying Lemma 4.5 we have that θ(P (·;µ−t);ϕfin ⊗ ϕ∞) is a non-zero constant times∑
v∈V(Q) : ⟨v,v⟩=−t

∫
NY(Afin)\H(Afin)

µ−t,fin(h)ω(gfin, h)ϕfin(v ⊗ w+)dh ·Bℓ,v(g∞).

In Theorem 6.1 we will show that D±
ℓ Bℓ,v ≡ 0. As the above summation is absolutely conver-

gent, Theorem 6.1 implies that D±
ℓ θ(P (·;µ−t);ϕfin ⊗ ϕ∞) ≡ 0. Hence if ℓ ≥ n, then the condition

D±
ℓ θ(P (·;µ−t);ϕfin ⊗ ϕ∞) ≡ 0 means that θ(P (·;µ−t);ϕfin ⊗ ϕ∞) generates an automorphic repre-

sentation which is quaternionic discrete series at infinity. It is also true that θ(P (·;µ−t);ϕfin ⊗ϕ∞)
is square integrable (see [GeRo91, Proposition 3.4.1]) and so by [Wal84, Theorem 4.3], Theorem 6.1
implies that θ(P (·;µ−t);ϕfin ⊗ ϕ∞) is cuspidal. The Poincaré series span the space of cusp forms
on H. So combining Proposition 4.3 with the argument above, we obtain a proof of Theorem 1.3
which is conditional on Theorem 6.1. The precise statement is as follows.
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Theorem 5.4. Let ℓ ≥ n and suppose f is the automorphic function on H(A) corresponding to a
weight N = 2ℓ+2−n holomorphic modular form. Assume the central character ε =

∏
v≤∞ εv of f

satisfies ε∞(z) = zn+2. Then there exists ϕfin ∈ S(X(Afin)) such that θ(f, ϕfin ⊗ ϕ∞) is a non-zero
cuspidal weight ℓ quaternionic modular form on G. Moreover, the constant term θ(f, ϕfin ⊗ ϕ∞)Z
is non-zero with Fourier expansion

θ(f, ϕ′ ⊗ ϕ∞)Z(g) =
∑

T∈V0(Q) : ⟨T,T ⟩>0

CT · af (T ;ϕfin; gfin)W−iT (g∞).

Here the coefficients CT ∈ C and

af (T ;ϕfin; gfin) =

∫
NY(Afin)\H(Afin)

ω(gfin, h)ϕfin(b1 ⊗ w− + T ⊗ w+)af (−⟨T, T ⟩)(h)dh. (5.9)

6. Algebraicity in the Fourier Expansions on G

In this section we sketch the proof of Theorem 6.1, showing that Bℓ,v is annihilated by the

operators D±
ℓ . As a byproduct of Theorems 3.4 and 6.1, we obtain an integral representation

for the generalized Whittaker function WT (see (6.6)). In Theorem 6.7, we apply this integral
representation to show that if f is a modular form on U(1, 1) such that all of the Fourier coefficients
of f are algebraic numbers, then ϕfin may be chosen so that θ(f, ϕ′ ⊗ ϕ∞)Z is non-zero and CT ·
af (T ;ϕfin; gfin) ∈ Q for all T ∈ V0(Q) and g ∈ G(Afin).

6.1. A Quaternionic Function. For v ∈ V with ⟨v, v⟩ > 0, recall the function Bℓ,v : H(R) → Vℓ

Bℓ,v(g) :=
Qℓ(vg)

∥pr2(vg)∥4ℓ+2
.

The following result is a close analogue of [Pol21, Theorem 3.3.1].

Theorem 6.1. Suppose that ℓ ≥ 2. Then the function Bℓ,v(g) is quaternionic, i.e., D±
ℓ Bℓ,v(g) ≡ 0.

To prove Theorem 6.1, we begin with the following general formula describing the action of g on
Bℓ,v. Given X ∈ g0, which may be viewed as an endomorphism of V , we write X(v) to denote the
application of the endomorphism X to the vector v. So

X(v) =
d

dt
(v · exp(tX))|t=0.

Given v ∈ V , consider the function z : G → V defined by g 7→ v · g. Then X ∈ g0 acts on z under
the right regular action X · z = −X(z). This formula remains valid for X ∈ g. We now give a
preliminary lemma, which is a version of [Pol21, Lemma 3.3.2]. The proof is a direct computation.

Lemma 6.2. Let g ∈ G and X = X1 + iX2 ∈ g with X1, X2 ∈ g0. We define X∗ = X1 − iX2.
Set z = v · g, p = pr2(z) and p = δ(pr2(z)). Similarly we set X(p) = pr2(X(z)) and X(p) =
δ(pr2(X(z))) so that X · p = −X(p) and X · p = −X(p). Then

X ·Bℓ,v(g) =
pℓ−1pℓ−1

(
(4ℓ+ 2)((X(p), p) + (p,X∗(p)))pp− 2ℓ(X(p)p+X(p)p)∥p∥2

)
2∥p∥4ℓ+4

.

Recall that the set {[ui ⊗ vj ]
± : 1 ≤ i ≤ 2, 1 ≤ j ≤ n}, defined in (2.9), is a basis for p±. To

simplify notation, we denote X±
ij = [ui ⊗ vj ]

±. Then for z ∈ V , we have

X•
ij(z) =

{
⟨z, vj⟩ui , if • = +,

−⟨z, ui⟩vj , if • = −,
and X•

ij(z) =

{
−⟨ui, z⟩vj , if • = +,

⟨vj , z⟩ui, if • = −.
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Moreover, by Lemma 6.2, we have

X+
ij ·Bℓ,v(g) =

pℓ−1pℓ−1((4ℓ+ 2)(X+
γij (p), p)pp− 2ℓX+

ij (p)p∥p∥2)
2∥p∥4ℓ+4

and

X−
ij ·Bℓ,v(g) =

pℓ−1pℓ−1((4ℓ+ 2)(p,X+
γij (p))pp− 2ℓX−

ij (p)p∥p∥2)
2∥p∥4ℓ+4

.

For each pair (i, j) with 1 ≤ i ≤ 2, 1 ≤ j ≤ n, we have K∞-equivariant contractions

⟨·, X−
ij ⟩ : Sym

2V +
2 ⊗ det−1

U(V +
2 )

→ (V +
2 ⊗ det−1

U(V +
2 )

)⊠ V −
n

f(u1, u2) 7→ ∂uif(u1, u2)⊠ vj

and

⟨·, X+
ij ⟩ : Sym

2V +
2 ⊗ det−1

U(V +
2 )

→ (V +
2 ⊗ det−1

U(V +
2 )

)⊠ V −
n

f(u1, u2) 7→ (−1)i∂ui+1f(u1, u2)⊠ vj .

Here the index i is interpreted modulo 2. Then X+
ij ·Bℓ,v(g)⊗X−

ij contracts to

ℓ · pℓ−2pℓ−1

2∥z∥4ℓ+4

(
(4ℓ+ 2)p(X+

ij (p), p)⟨pp,X
−
ij ⟩ − 2(ℓ− 1)∥p∥2X+

ij (p)⟨pp,X
−
ij ⟩ − 2∥p∥2p⟨X+

ij (p)p,X
−
ij ⟩
)
,

and the element X−
ij ·Bℓ,v(g)⊗X+

ij contracts to

ℓ · pℓ−1pℓ−2

2∥p∥4ℓ+4

(
(4ℓ+ 2)p(p,X+

ij (p))⟨pp,X
+
ij ⟩ − 2(ℓ− 1)∥p∥2(X−

ij (p)⟨pp,X
+
ij ⟩ − 2∥p∥2p⟨X−

ij (p)p,X
+
ij ⟩)
)
.

Thus Theorem 6.1 follows from Proposition 6.3 below, whose proof is directly analogous to the
proof of [Pol21, Proposition 3.3.3].

Proposition 6.3. Let the notation be as above. For any 1 ≤ j ≤ n, we have

2∑
i=1

(
(4ℓ+ 2)p(X+

ij (p), p)⟨pp,X
−
ij ⟩ − 2(ℓ− 1)∥p∥2X+

ij (p)⟨pp,X
−
ij ⟩ − 2∥p∥2p⟨X+

ij (p)p,X
−
ij ⟩
)
= 0

(6.1)
and

2∑
i=1

(
(4ℓ+ 2)p(p,X+

ij (p))⟨pp,X
+
ij ⟩ − 2(ℓ− 1)∥p∥2(X−

ij (p)⟨pp,X
+
ij ⟩ − 2∥p∥2p⟨X−

ij (p)p,X
+
ij ⟩)
)
= 0.

(6.2)

6.2. The Fourier Transform of Aℓ. Let v0 ∈ V0 be such that ⟨v0, v0⟩ > 0. In this subsection,
we study a Fourier transform of the function

Aℓ(v0) =
Qℓ(v0)

∥pr2(v0)∥4ℓ+2
=
PK(pr2(v0)

ℓ ⊗ pr2(v0)
ℓ

∥pr2(v0)∥4ℓ+2
.

Recall the family of constants {CT : T ∈ V0(Q), ⟨T, T ⟩ > 0} introduced in Theorem 5.4. Our
results in this section will be used to show that if T1, T2 ∈ V0(Q) are such that ⟨T1, T1⟩ > 0 and
⟨T2, T2⟩ > 0, then CT1 = CT2 . Recall the character ηv0,∞ from (4.5). The Fourier transform in
question is defined as

Fv0Aℓ(g) :=
∫
StabN (v0)\N

Aℓ(v0 · ng)ηv0,∞(n)dn. (6.3)
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The right cosets of StabN (v0) in N are represented by the elements of the one parameter subgroup
C → N , z 7→ exp(b1 ⊗ zv0 − zv0 ⊗ b1). We have that v0 · exp(b1 ⊗ zv0 − zv0 ⊗ b1) = v0 − ⟨v0, zv0⟩b1.
It follows that Fv0Aℓ(1) is a non-zero constant multiple of the integral

J(v0, ℓ) :=

∫
C
Aℓ(zb1 + v0)ψE,∞(z)dz,

where dz denotes the double Lebesgue measure on C and ψE,∞(z) = ψ∞(12tr(z)). Note that the
quantity Aℓ(zb1 + v0) is insensitive to replacing v0 with its projection onto the positive definite
complex two plane V +

2 . Moreover, since ⟨v0, v0⟩ > 0, there exists a unique value a ∈ C× such that
the projection of v0 onto V +

2 is given by pr2(v0) = au2. Hence, rewriting J(au2, ℓ) using the change
of variable z 7→ az, and applying the homogeneity properties of Aℓ, one obtains

J(au2, ℓ) =
1

|a|2ℓ

∫
C
Aℓ(zb1 + u2)ψE,∞(az)dz. (6.4)

The above expression is not identically 0 as a function of a since it is a Fourier transform integral.
Hence there exists a′ ∈ C such that J(a′u2, ℓ) ̸= 0.

Lemma 6.4. Suppose ℓ ≥ 1, a ∈ C×, and g ∈ G. Then the integral∫
C
Aℓ((zb1 + u2)g)ψE,∞(az)dz (6.5)

converges absolutely.

Proof. To prove the absolute convergence of (6.5), it suffices to consider the case g = 1. Since
∥Qℓ(v)∥ = ∥PK(pr2(v)

ℓ ⊗ pr2(v)
ℓ)∥ = ∥pr2(v)∥2ℓ, we have

∥Aℓ((zb1 + u2)g)∥ =
1

∥pr2((zb1 + u2)g)∥2ℓ+2
.

Taking g = 1 we have that

∥pr2(zb1 + u2)∥ =

∥∥∥∥∥
2∑
i=1

⟨zb1 + u2, ui⟩ui

∥∥∥∥∥ =

√
|z|2
2

+ 1.

Hence ∫
C

∥∥∥Aℓ((zb1 + u2))ψE,∞(az)
∥∥∥ dz = ∫

C

1

(|z|2/2 + 1)ℓ+1
dz.

This proves the absolute convergence of (6.5) for g = 1, and hence for general g. □

Lemma 6.4 implies that (6.3) converges absolutely. Hence by Theorem 6.1, the function defined
by (6.3) is annihilated by the differential operators D+

ℓ and D−
ℓ . Moreover, the integral (6.3)

is of moderate growth and satisfies the same equivariance properties as the ηv0,∞-th generalized
Whittaker function W−iv0 (see subsection 3.2). Hence by the multiplicity at most one statement
in Theorem 3.4, there exists a constant Cv0,ℓ ∈ C (see (4.6)) such that∫

C
Aℓ((zb1 + v0)g)ψE,∞(z)dz = Cv0,ℓ · W−iv0(g). (6.6)

Moreover, by the discussion preceding Lemma 6.4, we may fix a choice of the vector a′ ∈ C so that
Ca′u2,ℓ ̸= 0. In fact, we have the following result.

Lemma 6.5. The constant Cu2,ℓ ̸= 0, and for all v0 ∈ V such that ⟨v0, v0⟩ > 0,∫
C
Aℓ((zb1 + v0)g)ψE,∞(z)dz = Cu2,ℓW−iv0(g). (6.7)
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Proof. Let a ∈ C× and set M = diag(a, In, a
−1) ∈ G. For ease of notation, denote n(z) =

exp(b1 ⊗ zu2 − zu2 ⊗ b1) ∈ G for z ∈ C, so that u2 · n(z) = u2 − zb1. Then∫
C
Aℓ((zb1 + u2)M)ψE,∞(z)dz =

∫
C
Aℓ(u2 ·MM−1n(−z)M)ψE,∞(z)dz

= |a|2
∫
C
Aℓ(u2 · n(−z))ψE,∞(az)dz.

Combining this with (6.4), we obtain

J(au2, ℓ) =
1

|a|2ℓ+2

∫
C
Aℓ((zb1 + u2)M)ψE,∞(z)dz.

Therefore, the above manipulation, together with (6.6) gives J(au2, ℓ) = |a|−2ℓ−2Cu2,ℓW−iu2(M).
Moreover, by definition of J(au2, ℓ), (6.6) implies J(au2, ℓ) = Cau2,ℓW−iau2(1). So

Cau2,ℓW−iau2(1) = |a|−2ℓ−2Cu2,ℓW−iu2(M). (6.8)

Applying Theorem 3.4 we calculate

W−iu2(M) =
∑

−ℓ≤v≤ℓ
|a|2ℓ+2

(
|β−iau2(1, 1)|
β−iau2(1, 1)

)v
Kv (|β−iau2(1, 1)|) = |a|2ℓ+2W−iau2(1).

Hence, W−iau2(1) = |a|−2ℓ−2W−iu2(M), and together with (6.8), this implies that Cau2,ℓ = Cu2,ℓ.
In particular, Cau2,ℓ = Ca′u2,ℓ for all a ∈ C×, and thus Cu2,ℓ is non-zero. Since Aℓ(zb1 + v0) is
insensitive to replacing v0 by pr2(v0), the equality (6.7) follows from (6.6). □

Proposition 6.6. With notation as in Theorem 5.4, CT is non-zero and independent of T .

Proof. By Proposition 4.11, we have

CT = W−iT (1)
−1

∫
NY(R)\H(R)

ω∞(1, h)FU,∞(ϕ∞)(zT )µ−t,∞(h)dh.

Applying Lemma 5.1 and the definition of the action of ω∞ on S(X(R)), we have ω∞(1, kθ)FU,∞(ϕ∞) =

j(kθ, i)
−NFU,∞(ϕ∞) for kθ =

(
cos θ − sin θ
sin θ cos θ

)
∈ K ′

∞. Thus, by the Iwasawa decomposition

H(R) = NY(R)MY(R)K ′
∞ and the fact that MY(R) ∩K ′

∞ =

{(
eit

eit

)
: t ∈ R

}
, we have

CT = 2πW−iT (1)
−1

∫
MY(R)

δ−1
PY

(m)ω∞(m)FU,∞(ϕ∞)(zT )µ−t,∞(m)dm.

By writing m ∈ MY(R) as m = m(a) =

(
a

a−1

)
with a ∈ C×, we use the archimedean analogues

of (4.7) and (4.4) to compute that

ω∞

((
a

a−1

))
FU,∞(ϕ∞)(zT ) =

(
a

|a|

)n+2

(|a|2)
n
2 FU,∞(ϕ∞)(b1 ⊗ a−1w− + aT ⊗ w+)

= an+2|a|−2

∫
C
ϕ∞(b2 ⊗ zw+ + aT ⊗ w+)ψE,∞(za−1)dz

= an+2

∫
C
ϕ∞(b2 ⊗ azw+ + aT ⊗ w+)ψE,∞(z)dz.

Thus, we obtain that CT is equal to

2πW−iT (1)
−1

∫
C×

δ−1
PY

(m(a))an+2

∫
C
ϕ∞(b2 ⊗ azw+ + aT ⊗ w+)ψE,∞(z)dzµ−t,∞(m(a))d×a.
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This double integral is absolutely convergent. Changing the order of integration gives

CT =W−iT (1)
−1

∫
C
2π

∫
C×

δ−1
PY

(m(a))an+2ϕ∞(b2 ⊗ azw+ + aT ⊗ w+)µ−t,∞(m(a))d×aψE,∞(z)dz

=W−iT (1)
−1

∫
C

∫
NY(R)\H(R)

ω∞(1, h)ϕ∞(b2 ⊗ zw+ + T ⊗ w+)µ−t,∞(h)dhψE,∞(z)dz.

The inner integral of the last formula is equal to the integral I∞(zb2 + T ; t) of (5.4) evaluated at
g = 1. Hence by Proposition 5.2, there exists a constant C ∈ C× (independent of T ) such that

CT = CW−iT (1)
−1 ·

∫
C
Aℓ(zb2 + T )ψE,∞(z)dz.

Applying Lemma 6.5 we conclude CT = CW−iT (1)
−1 ·Cu2,ℓW−iT (1) = C ·Cu2,ℓ ̸= 0 as required. □

6.3. Algebraicity of Fourier Coefficients. We may now complete the proof of Theorem 1.4.

Theorem 6.7. Suppose ℓ ≥ n. Let f be the automorphic function on H(A) associated to a weight
N = 2ℓ + 2 − n cuspidal holomorphic modular form f on H1,1. Assume f has central character
ε =

∏
v≤∞ εv where ε∞(z) = zn+2, and suppose that the functions af (t) : H(Afin) → C are valued

in a single algebraic extension L/Q for all t > 0. Then there exists ϕfin ∈ S(X(Afin)) such that
θ(f, ϕfin⊗ϕ∞) is a non-zero quaternionic cusp form on G with Fourier coefficients in L(µ∞). Here
L(µ∞)/L denotes the extension obtained by adjoining all roots of unity to L.

Proof. Recall that the non-degenerate Fourier coefficients of θ(f, ϕ) are given by (5.9). It suffices
to show that the integral in (5.9) is a finite sum. As functions of h ∈ H(Afin), both ω(h)ϕ(b1 ⊗
w− + v0 ⊗ w+) and af (⟨v0, v0⟩)(h) are right invariant under a compact open subgroup U0 of the

maximal compact open subgroup H(Ẑ) of H(Afin). Using the Iwasawa decomposition, we obtain

a(v0;ϕ; f) =

∫
MY(Afin)

∫
H(Ẑ)

ω(kh)ϕfin(b1 ⊗ w− + v0 ⊗ w+)af (⟨v0, v0⟩)(kh)dkdh. (6.9)

Let {k1, · · · , km} be a set of representatives of U0\H(Ẑ). Then (6.9) becomes

a(v0;ϕ; f) =
m∑
j=1

vol(U0)

∫
MY(Afin)

ω(h)ω(kj)ϕfin(b1 ⊗ w− + v0 ⊗ w+)af (⟨v0, v0⟩)(hkj)dh

Thus a(v0;ϕ; f) is a finite sum of integrals of the form∫
MY(Afin)

ω(h)ϕfin(b1 ⊗ w− + v0 ⊗ w+)af (⟨v0, v0⟩)(h)dh. (6.10)

It suffices to show that (6.10) is a finite sum.
Write h ∈ MY(Afin) as h = diag(a, a−1) with a ∈ A×

E,fin. Let UMY = U ∩MY(Afin). We claim

that the set of diag(a, a−1) with

ω

((
a

a−1

))
ϕfin(b1 ⊗ w− + v0 ⊗ w+) = χ(a)2+n|a|

n
2
Aϕfin(b1 ⊗ w−a

−1 + v0a⊗ w+) ̸= 0

has a finite number of UMY cosets. Without loss of generality we may assume that

ϕfin(b1 ⊗ w−a
−1 + v0a⊗ w+) = ϕ1(b1 ⊗ w−a

−1)ϕ2(v0a⊗ w+),

where ϕ1 and ϕ2 are characteristic functions on (b1 ⊗ Y)(Afin) and (V0 ⊗ w+)(Afin) respectively.

These conditions on ϕ1 and ϕ2 imply that there is some t ∈ GL1(AE,fin)∩ÔE such that a−1 ∈ t−1ÔE

and a ∈ t−1ÔE , where ÔE is the maximal compact subgroup of AE,fin. Hence, there is a finite
number of UMY cosets. This completes the proof. □
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