MATH 4093/5093 Homework 7 Due Fri, 11/12/10

Problem 1. Let

(a) Prove the the pair of matrices

10 12
ne(a1) n-(0 %)

forms an LU decomposition of A. Also show that the pair of matrices

1 0 1 2
L2_<3 —2>’ UQ_(O 1)

forms an LU decomposition of A.

(b) In class we discussed that the arbitrariness in the choice of matrices L and U in
A = LU is in the choice of a non-singular diagonal matrix D such that L; = LoD and
U, = D7'U,. Find explicitly the matrix D for the pairs (Ly,U;) and (L, Uy) given in
part (a).

(c) Use the pair (Ly,U;) from part (a) to solve the system Ax = (4 6 )7,

(d) Let
(1)

Construct a permutation matrix P, a lower triangular matrix L, and an upper trian-
gular matrix U, such that
PB=LU.

Hint: You can do this with almost no additional calculations if you look carefully at
the matrices A and B.

Problem 2. Let

2 7 5
A=1 6 20 10
4 3 0
(a) Show by direct computation that
1 00 a, as ag aq as as
a 1 0 bl bg bg = bl + aay bg + aas b3 + «as
g 01 €1 C2 C3 c1+ Bay ¢+ Bag ez + Bag



Use this fact to find a matrix

1 00
M, = 10
6 0 1
so that
* %k
MlA = 0 x =% ,
0

where the stars represent arbitrary numbers.

(b) Show by direct computation that

1 0 0 ap Qo as ay as a3
010 by by by | = by by by ,
0 Y 1 CiT Cy C3 c1 + ’}/bl Co + ’)/bg c3 + 7b3

Use this fact to find a matrix

1 00
My=|[ 010
0 ~ 1
so that
ok k
MngA: 0 * =x
0 0 =*
(again, the stars stand for arbitrary numbers).
(c) Show that
100\ 1 00 1oo\ " (/1 0 0
a 1 0 = —aa 1 0 , 010 =10 1 O
g 01 -3 0 1 0 v 1 0 —y 1

(d) Use your results from the previous parts of this problem to construct an explicit LU
decomposition of the matrix A.

1 2
(1)
(a) Construct explicitly the matrices Ty and Tgg corresponding to the Jacobi and the
Gauss-Seidel iterative methods.

Problem 3. Consider the matrix



(b) Determine the spectral radii of the iteration matrices Ty and Tis.

(c) Will the Jacobi method converge for any choice of initial vector x(¥? Will the Gauss-
Seidel method converge for any choice of initial vector x(*)? Explain.

Problem 4. Consider the function f(z) = y/z. We want to find a cubic polynomial
S(x) that interpolates the function f(z) on the interval z € [1,4] with clamped boundary
conditions at both ends.

(a) Clearly, S(x) must have the same values as f(z) at the points xy = 1 and z; = 4.
What are the clamped boundary conditions for S’(1) and S’(4)?

(b) Write the interpolating polynomial S(x) in the form
S)=a+blx—1)+clz—1)>*+dz—1)>*,

and impose the conditions formulated in part (a) to find the coefficients of S(z). You

: _ 1 1
should obtain that ¢ = —15 and d = T3

(c) Apply the Theorem on page 402 to give a rigorous upper bound on the interpola-
tion error. Compare this numerical value with the actual value of the error, which is
about 0.013.

(d) The function S(z) that you found in (a) is good not only to approximate the values
of the function f(z), but also to approximate the values of the integrals and some
derivatives of f(x). Find the numerical value of ff S(x)dzr and compare it with the

exact value, f13 f(z) dz; find the absolute and the relative errors.



